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Cure Rate Quantile Regression for Censored Data With a Survival Fraction

Yuan Shan Wu and Guosheng Yin

Censored quantile regression offers a valuable complement to the traditional Cox proportional hazards model for survival analysis. Survival times tend to be right-skewed, particularly when there exists a substantial fraction of long-term survivors who are either cured or immune to the event of interest. For survival data with a cure possibility, we propose cure rate quantile regression under the common censoring scheme that survival times and censoring times are conditionally independent given the covariates. In a mixture formulation, we apply censored quantile regression to model the survival times of susceptible subjects and logistic regression to model the indicators of whether patients are susceptible. We develop two estimation methods using martingale-based equations: One approach fully uses all regression quantiles by iterating estimation between the cure rate and quantile regression parameters; and the other separates the two via a nonparametric kernel smoothing estimator. We establish the uniform consistency and weak convergence properties for the estimators obtained from both methods. The proposed model is evaluated through extensive simulation studies and illustrated with a bone marrow transplantation data example. Technical proofs of key theorems are given in Appendices A, B, and C, while those of lemmas and additional simulation studies on model specification and comparisons with other models are provided in the online Supplementary Materials A and B.
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1. INTRODUCTION

In oncology clinical trials, it is often observed that a substantial proportion of subjects are cured and thus become risk-free of disease relapse. On the other hand, patients may never respond to the treatment under study due to drug resistance or disease status, and these patients are considered insusceptible. To accommodate the cured or insusceptible proportion of subjects, a cure fraction can be explicitly incorporated into survival models (Zeng, Yin, and Ibrahim 2006). A commonly used approach to modeling such survival data is the two-component mixture cure rate model, which assumes the underlying population is a mixture of susceptible and insusceptible subjects. All susceptible subjects would eventually experience the event of interest if the follow-up is sufficiently long, while the insusceptible subjects would never experience the event regardless of the length of the follow-up. As a result, one can separately model the survival distribution of the susceptible subjects and the insusceptible fraction of the population. Based on parametric models, Berkson and Gage (1952) proposed the exponential–logistic mixture model, and Farewell (1982, 1986) considered the Weibull–logistic mixture model for survival data with a cure fraction. In semiparametric settings, Kuk and Chen (1992) proposed to use the Cox proportional hazards (PH) model (Cox 1972) for the survival times of susceptible subjects and the logistic regression model for the cure indicator. The mixture Cox PH cure rate model was further investigated by Peng and Dear (2000), Sy and Taylor (2000), Fang, Li, and Sun (2005), and Lu (2008). Along similar lines, extensive research has been conducted with other semiparametric cure rate models. For example, Lu and Ying (2004) and Mao and Wang (2010) proposed transformation cure rate models based on transformed linear regression. Zhang and Peng (2009) studied an accelerated hazards cure rate model, in which the accelerated hazards model (Chen and Wang 2000) is adopted to fit the survival times of susceptible subjects. Lu (2010) further developed the accelerated failure time (AFT) mixture cure rate model through sieve maximum likelihood estimation (Zeng and Lin 2007).

All the aforementioned survival models with a cure fraction are essentially mean-based regression models, which mainly give an overall quantification for the central covariate effects. In contrast, quantile regression can directly model a series of (from lower to higher) quantiles of the survival times so as to provide a more complete assessment of covariate effects (Koenker and Bassett 1978; Koenker 2005). This distinctive feature of quantile regression makes it very attractive for typically right-skewed survival data, especially when a substantial cure fraction exists.

Extensive research has been carried out in censored quantile regression. Powell (1984, 1986) proposed to minimize the least absolute deviation to handle fixed censoring cases. For random censoring, Ying, Jung, and Wei (1995) modified quantile estimating equations by assuming independence between survival and censoring times. For medical cost data with informative censoring, Bang and Tsiatis (2002) developed a median regression method based on the inverse probability weighting scheme. Honoré, Khan, and Powell (2002) studied quantile regression with random censoring by assuming censoring times independent of both survival times and covariates. Likewise, under such completely random censorship, Yin, Zeng, and Li (2008) proposed a class of transformation quantile regression models for survival data.

Nevertheless, a more typical and realistic assumption is the conditional independence of survival and censoring times given the covariates. Yang (1999) proposed a median regression model...
based on the weighted empirical survival function, which, however, requires homogeneous errors or the error distributions converging to a common one at a certain rate. Portnoy (2003) developed censored quantile regression by redistributing censored data to the right, and Neocleous, Vanden Branden, and Portnoy (2006) and Portnoy and Lin (2010) studied the asymptotic properties of the estimation procedure. By using the martingale structure of right-censored survival data, Peng and Huang (2008) proposed a martingale-based estimating equation. To relax the global linearity assumption for all regression quantiles, Wang and Wang (2009) proposed a locally weighted quantile regression approach for any particular quantile of interest, which adopts the redistribution-of-mass idea and employs nonparametric functional estimation for the local Kaplan–Meier estimator. For enhancing model flexibility, Qian and Peng (2010) studied functional estimation for the local Kaplan–Meier estimator.

2. MODEL AND ESTIMATION

2.1 Cure Rate Quantile Regression

The mixture cure rate model assumes a decomposition of the failure time as

\[ T = \eta T^* + (1 - \eta) \tilde{t}, \]

where \( T^* \leq \infty \) denotes the survival time of a susceptible subject, and the indicator \( \eta \) takes a value of 1 if a subject is susceptible, and 0 otherwise. Let \( C \) be the censoring time, let \( Z \) be a \((p + 1)\)-vector of covariates related to \( T^* \), and let \( W \) be a \((q + 1)\)-vector of covariates associated with \( \eta \). Both \( Z \) and \( W \) include 1 as an intercept, and they may share common components. The observed time is \( X = T \wedge C \), the minimum of \( T \) and \( C \), and let \( \Delta = I(T \leq C) \) be the censoring indicator. For \( i = 1, \ldots, n \), \((X_i, \Delta_i, Z_i, W_i)\) are assumed to be independent and identically distributed (iid), and \((T^*_i, \eta_i)\) and \(C_i\) are conditionally independent given covariates \( Z_i \) and \( W_i \).

Based on the logistic regression (Farewell 1982), we can model the susceptibility indicator \( \eta \),

\[ P(\eta = 1|W) = \pi(y^TW) = \frac{\exp(y^TW)}{1 + \exp(y^TW)}. \tag{2.1} \]

For survival times \( T^* \), we take the usual linear regression model

\[ \log T^* = \beta^T Z + \epsilon, \tag{2.2} \]

where the error \( \epsilon \) may depend on \( Z \). If we consider the mean regression with homogeneous errors, model (2.2) is known as the accelerated failure time model. In contrast, if we model a set of quantiles of the susceptible survival times, we can provide a more comprehensive assessment of the covariate effects, particularly when the errors are heteroscedastic. Given \( \tau \in (0, 1) \), \( Q_{T^*}(\tau|Z) = \inf\{t: P(T^* \leq t|Z) = \tau\} \) is the \( \tau \)th conditional quantile function, and the quantile regression model is given by

\[ Q_{T^*}(\tau|Z) = \exp(Z^T \beta(\tau)), \quad \tau \in (0, 1), \tag{2.3} \]

where \( \beta(\tau) \) is an unknown \((p + 1)\)-vector of regression coefficients.

2.2 Estimation of \( \beta(\tau) \)

We denote \( F_{T^*}(t|Z) = P(T^* \leq t|Z) \), and

\[ \Lambda_{T^*,\tau}(t|Z, W) = -\log[1 - P(T^* \leq t|Z, W)] = -\log[1 - \pi(y^TW) F_{T^*}(t|Z)]. \]

Let \( N(t) = \Delta I(X \leq t) \) and \( M(t; y, F_{T^*}) = N(t) - \Lambda_{T^*,\tau}(t \wedge X|Z, W) \). Following the martingale formulation of censored quantile regression by Peng and Huang (2008), we replace \( t \) by the true conditional quantile \( \exp(Z^T \beta_0(\tau)) \) in \( M(t; y, F_{T^*}) \),

\[ E\left(Z[N(\exp(Z^T \beta_0(\tau))) - \Lambda_{T^*,\tau}(\exp(Z^T \beta_0(\tau)) \wedge X|Z, W)]\right) = 0. \]
where $\beta_0(\tau)$ and $\gamma_0$ are the true parameter values. Under model (2.3), some algebraic manipulations yield

$$
\Lambda_T, \gamma_0(\exp(Z_0^T \beta_0(\tau)) \wedge X(Z, W) = \int_0^t I[X \geq \exp(Z_0^T \beta_u(\tau))]H_\gamma(du|W),
$$

where $H_\gamma(u|W) = -\log[1 - \pi(y^T W u)]$. Immediately, we have

$$
E \left[ Z \left\{ N(\exp(Z_0^T \beta_0(\tau))) \right\} - \int_0^t I[X \geq \exp(Z_0^T \beta_u(\tau))]H_\gamma(du|W) \right] = 0,
$$

which leads to the estimating function

$$
U_n(\beta, \gamma; \tau) = n^{-1} \sum_{i=1}^n Z_i \left\{ N_i \left( \exp(Z_i^T \beta(\tau)) \right) - \int_0^t I[X_i \geq \exp(Z_i^T \beta_u(\tau))]H_\gamma(du|W_i) \right\},
$$

with $N_i(\tau) = \Delta_i, I(X_i \leq t)$ for $i = 1, \ldots, n$.

Let $L$ denote the duration of the study, and let $\tau_{\text{max}}$ be a constant in $(0, 1)$, which is the upper bound of the quantile levels that can be estimated. To ensure the identifiability for all regression quantiles below $\tau_{\text{max}}$, we require $\tau_{\text{max}}$ to be smaller than $\inf_T F_T, (L|Z = z)$. If we consider the conditional distribution of $T$ given $Z$ and $W$, we have $F_T, y, \beta(t|Z, W) = \pi(y^T W |F_T, \beta(t|Z))$ for $t \leq L$. Suppose there exists another pair of $\gamma^\dagger$ and $\beta^\dagger(\tau)$ such that $F_T, y, \beta(t|Z, W) = F_T, y^\dagger, \beta^\dagger(t|Z, W)$; that is, $\pi(W^T y)/\pi(W^T y^\dagger) = F_T, \beta(t|Z)/F_T, \beta^\dagger(t|Z) \equiv C_Z^\dagger$, where the constant $C_Z^\dagger$ does not depend on $t$ (or $\tau$). Using $F_T, y, \beta(t|Z) = F_T, y, \beta(t|Z)/C_Z^\dagger$ and model (2.3), we have $\exp(Z_0^T \beta(\tau)) = \exp(Z_0^T \beta^\dagger(\tau C_Z^\dagger))$. Under condition C1 in Appendix A, $\beta(\tau) = \beta^\dagger(\tau C_Z^\dagger)$ holds for $t \leq \tau_{\text{max}}$, which implies $C_Z^\dagger \equiv C^\dagger$, a constant that is not dependent on $Z$. Furthermore, $\pi(W^T y)/\pi(W^T y^\dagger) = C^\dagger$ leads to $C^\dagger = 1$ (Li, Taylor, and Sy 2001). Therefore, we conclude $\beta(\tau) = \beta^\dagger(\tau)$, and then $\gamma = \gamma^\dagger$ follows by conditions C1 and C2 in Appendix A. Hence, both the cure rate parameter and regression quantiles below $\tau_{\text{max}}$ are identifiable.

For a fixed $\gamma$, let $\hat{\beta}(\tau, \gamma)$ denote the solution to $U_n(\beta, \tau, \gamma) = 0$ for $0 < \tau \leq \tau_{\text{max}}$. The stochastic integration representation of $U_n(\beta, \tau, \gamma)$ suggests a grid-based estimation procedure for $\beta_0(\tau)$ as follows. We denote a partition over the interval $[0, \tau_{\text{max}}]$ by $S_{\gamma_0} = \{0 = \tau_0 < \tau_1 < \cdots < \tau_q = \tau_{\text{max}}\}$, where the number of grid points $q_0$ is allowed to depend on $n$. The estimator of $\beta_0(\tau)$ is defined as a right-continuous piecewise constant function that jumps only at grid points in $S_{\gamma_0}$. For a fixed $\gamma$, the estimates $\hat{\beta}(\tau_j, \gamma)$, $j = 1, \ldots, q_0$, can be obtained sequentially by solving

$$
n^{-1} \sum_{i=1}^n \left[ N_i \left( \exp(Z_i^T \beta(\tau_j, \gamma)) \right) - \sum_{k=0}^{j-1} I[X_i \geq \exp(Z_i^T \beta_u(\tau_k, \gamma))] \right] H_\gamma(du|W_i) = 0,
$$

where we set $\exp[Z_i^T \hat{\beta}(\tau_0, \gamma)] = 0$. Similar to the estimator by Fryerson and Ritov (1994) and Peng and Huang (2008), the proposed estimator $\hat{\beta}(\tau, \gamma)$ is equivalent to sequentially locating the minimizer of the $L_1$-type convex objective function:

$$
\mathcal{L}_j(b) = \sum_{i=1}^n \left| \Delta_i \log X_i - \Delta_i b^T Z_i + \left| R^* - b^T \sum_{i=1}^n (-\Delta_i Z_i) \right| + \left| R^* - b^T \sum_{i=1}^n \int_{0}^{\tau_{\max}} \left[ Z_i \sum_{k=0}^{j-1} I[X_i \geq \exp(Z_i^T \hat{\beta}(\tau_k, \gamma))] \right] \right| + \left| H_\gamma(\tau_{k+1}|W_i) - H_\gamma(\tau_k|W_i) \right| \right|
$$

for $j = 1, \ldots, q_0$, where $R^*$ is a large number. In practice, we may set $R^*$ as a constant greater than $10^3(p + 1) \times \max\{||Z_i||: 1 \leq i \leq n\}$, where $||a||$ denotes the Euclidean norm for a vector $a$.

### 2.3 Estimation of $\gamma$: Iterative Approach

We extract the cure information to construct an estimating equation for $\gamma$ (Lu and Ying 2004). The conditional probability that a subject with covariates $Z$ and $W$ belongs to the uncured group given that this subject is censored at $X$ is $\pi(y^T W |1 - F_{0T*}(X|Z)) / \pi(y^T W |F_{0T*}(X|Z))$, where $F_{0T*}$ is the true $F_T$. On the other hand, if a subject experiences an event, he/she must belong to the uncured group, and thus

$$
P(\eta = 1|X, Z, W) = \Delta + (1 - \Delta) \pi(y^T W |1 - F_{0T*}(X|Z)) / \pi(y^T W |F_{0T*}(X|Z)).
$$

By noting that $\pi(y^T W)$ is the probability of $\eta = 1$ given $W$, we have

$$
E \{W | P(\eta = 1|X, Z, W) - P(\eta = 1|W)\} = 0,
$$

which leads to

$$
S_n(\gamma; F_{T*}) = n^{-1} \sum_{i=1}^n \left\{ W_i \left[ 1 - \pi(y^T W_i) \right] / \left[ 1 - \pi(y^T W_i) F_{T*}(X_i|Z_i) \right] \right\} \times \sum_{i=1}^n \int_0^{\tau_{\max}} W_i \left[ 1 - \pi(y^T W_i) F_{T*}(X_i|Z_i) \right] \times dM_i(t; \gamma, F_{T*}).
$$

Similarly by replacing $t$ with $\exp(Z_i^T \beta(\tau))$ in (2.6), we can construct an estimating function for $\gamma$,

$$
R_n(\gamma; \beta(\cdot)) = n^{-1} \sum_{i=1}^n \int_0^{\tau_{\text{max}}} W_i \left[ 1 - \pi(y^T W_i) \right] / \left[ 1 - \pi(y^T W_i) u \right] \times dN_i(\exp(Z_i^T \beta(\tau))) - I[X_i \geq \exp(Z_i^T \beta(\tau))] H_\gamma(du|W_i).
$$

To solve $R_n(\gamma; \beta(\cdot)) = 0$, we need to know $\beta(\cdot)$, thus leading to an iterative algorithm:

1. Choose an initial value $\hat{\gamma}^{(0)}$ for $\gamma$. 

2. At the $m$th iteration, set $\exp\left[\mathbf{Z}_i^T \hat{\beta}(\tau_j, \hat{\gamma}(m))\right] = 0$ and obtain $\hat{\beta}(\tau_j, \hat{\gamma}(m))$, $j = 1, \ldots, q_n$, by sequentially minimizing (2.5).

3. Obtain $\hat{\gamma}^{(m+1)}$ by solving

$$
\frac{n^{-1} \sum_{i=1}^{n} \sum_{k=0}^{q_n-1} W_i \left[ 1 - \pi(\mathbf{Y}_i \mathbf{W}_i) \right]}{n^{-1} \sum_{i=1}^{n} \sum_{k=0}^{q_n-1} W_i \left[ 1 - \pi(\mathbf{Y}_i \mathbf{W}_i) \right] \Delta_i}
\times I \left[ \exp \left[ \mathbf{Z}_i^T \hat{\beta}(\tau_k, \hat{\gamma}(m)) \right] \right] \leq X_i < \exp \left[ \mathbf{Z}_i^T \hat{\beta}(\tau_{k+1}, \hat{\gamma}(m)) \right] - I \left[ X_i \geq \exp \left[ \mathbf{Z}_i^T \hat{\beta}(\tau_k, \hat{\gamma}(m)) \right] \right]
\times \frac{1 - \pi(\mathbf{Y}_i \mathbf{W}_i)}{1 - \pi(\mathbf{Y}_i \mathbf{W}_i)} u
\times H_i(du(\tau_i)) = 0
$$

using the Newton–Raphson algorithm.

4. Repeat Steps 2 and 3 until a predetermined convergence criterion is met.

The resultant estimators are denoted by $\hat{\gamma}_i = (\hat{\beta}_i, \hat{\gamma}(\cdot)) \equiv \hat{\beta}(\cdot, \hat{\gamma}_i)$. The initial value $\hat{\gamma}^{(0)}$ is obtained by treating all the censored subjects as cured and fitting logistic regression of $\Delta$ on $\mathbf{W}$. However, not only does the entanglement of $\hat{\beta}_i(\cdot)$ and $\hat{\gamma}_i$ make the derivations of their asymptotic properties challenging, but it also makes the computation intensive and unstable, and even causes nonconvergence sometimes. Mao and Wang (2010) discussed such nonconvergence issues in a class of proportional odds cure rate models.

2.4 Estimation of $\gamma$: Nonparametric Approach

To avoid the difficulty arising from the entanglement of $\hat{\beta}_i(\cdot)$ and $\hat{\gamma}_i$, we propose an alternative nonparametric approach, which estimates $\gamma_i$ separately from $\beta_i(\cdot)$. Obviously, $S_{\beta_i}(\mathbf{Y}, F_i)$ is an unbiased estimating function for $\gamma$ provided that the true $F_{0\gamma}$ were known. Following the locally weighted Kaplan–Meier estimator by Wang and Wang (2009), we take a local Nelson–Aalen type estimator for the cumulative hazard function $\Lambda_T(\cdot | \mathbf{z})$ in the context of cure rate analysis,

$$
\hat{\Lambda}_T(t | \mathbf{z}) = \int_0^t \frac{\sum_{i=1}^{n} B_{ni}(\mathbf{z})dN_i(u)}{\sum_{k=1}^{n} I(X_k \geq u)\omega_k(\mathbf{z}, \Lambda_T)B_{nk}(\mathbf{z})}, \tag{2.7}
$$

where

$$
\omega_k(\mathbf{z}, \Lambda_T) = \Delta_k + (1 - \Delta_k)
\times \frac{\pi(\mathbf{Y}_k \mathbf{W}_k) \exp[-\Lambda_T(X_k | \mathbf{z})]}{1 - \pi(\mathbf{Y}_k \mathbf{W}_k) + \pi(\mathbf{Y}_k \mathbf{W}_k) \exp[-\Lambda_T(X_k | \mathbf{z})]} \tag{2.8}
$$

and $B_{ni}(\mathbf{z})$ is a sequence of Nadaraya–Watson type weights,

$$
B_{ni}(\mathbf{z}) = \frac{K_p(z - Z_i)/h_n}{\sum_{k=1}^{n} K_p(z - Z_k)/h_n}.
$$

Here, $K_p(\cdot)$ is a $p$-variate kernel function and $h_n > 0$ is the bandwidth converging to zero as $n \to \infty$. For ease of exposition, we assume that, except for the intercept, the remaining $p$ components of $\mathbf{z}$ are continuous and thus adopt a multivariate product kernel $K_p(u) = \prod_{j=1}^{p} K(u_j)$, where $K(\cdot)$ is a univariate kernel function and $u \in \mathbb{R}^p$. As a result, we can obtain an estimator of $F_{0\gamma}(t | \mathbf{z})$, $F_T(t | \mathbf{z}) = 1 - \exp(-\hat{\Lambda}_T(t | \mathbf{z}))$. Sy and Taylor (2000) and Lu (2010) also considered an estimator similar to (2.7), but without the local weights $B_{ni}(\mathbf{z})$.

In the numerical algorithm, we first obtain the initial value $\hat{\gamma}^{(0)}$ as before, and then obtain $\hat{\Lambda}_T^{(0)}(t | \mathbf{z})$ from (2.7) by taking all $\omega_k$’s to be one. Plugging $\hat{\gamma}^{(0)}$ and $\hat{\Lambda}^{(0)}(t | \mathbf{z})$ into (2.8) leads to $\omega_k^{(0)}$. At the $m$th iteration, our algorithm for estimating $\gamma_0$ and $\beta_0(\cdot)$ proceeds as follows.

1. Pluck $\omega_k^{(m)}$ into (2.7) and obtain $\hat{\Lambda}^{(m+1)}_T(t | \mathbf{z})$.

2. Pluck $\hat{\Lambda}^{(m+1)}_T(t | \mathbf{z})$ into (2.6) and solve the resultant equation using the Newton–Raphson algorithm to obtain $\hat{\gamma}^{(m+1)}$.

3. Pluck $\hat{\gamma}^{(m+1)}$ and $\hat{\Lambda}^{(m+1)}_T(t | \mathbf{z})$ into (2.8) and obtain $\omega_k^{(m+1)}$.

4. Repeat Steps 1, 2, and 3 until a predetermined convergence criterion is met.

The resultant estimator is denoted by $\hat{\gamma}_N$ and we plug it into (2.5) to obtain the estimator $(\hat{\gamma}_N(t) \equiv \hat{\beta}(t, \hat{\gamma}_N); t \in \mathcal{S}_0)$. For identifiability and computational stability, we set $\hat{\Lambda}_T(t | \mathbf{z}) = \infty$ if $t$ is greater than the largest uncensored observation. This nonparametric approach separates the estimation for $\beta$ and $\gamma$ and, as a result, there would be no iterative step between (2.4) and (2.6). As shown in the simulation study, this numerically alleviates nonconvergence issues caused by the entanglement of $\hat{\gamma}_i$ and $\hat{\beta}_i(\cdot)$ in the iterative approach.

3. ASYMPTOTIC THEORY

3.1 Iterative Approach

Let $a_n = \max_{1 \leq j \leq q_n} |\tau_j - \tau_{j-1}|$, and thus $q_n^{-1} = O(a_n)$ since $\tau_{\max}/a_n \leq q_n$. Let $\nu$ be a constant, $\nu \in (0, \tau_{\max})$.

Theorem 1. Under conditions C1–C4 and C5 in Appendix A, if $a_n \to 0$, then $\hat{\gamma}_i \to \gamma_0$ in probability and $\sup_{\tau \in [\nu, \tau_{\max}]} \|\hat{\beta}_i(t) - \beta_0(t)\| \to 0$ in probability.

Theorem 2. Under conditions C1–C4 and C5’ in Appendix A, if $n^{1/2}a_n \to 0$, then $n^{1/2}(\hat{\gamma}_i - \gamma_0)$ is asymptotically normal with mean zero and variance-covariance matrix $\Sigma^{-1}_i \mathbf{V}_i \Sigma^{-1}_i$, and $n^{1/2}(\hat{\beta}_i(t) - \beta_0(t))$ converges weakly to a zero-mean Gaussian process with variance-covariance matrix $\Sigma_i(t, t') = E[\xi_i(t) \gamma(t') \xi_i(t') \gamma(t')]$ for $\tau, \tau' \in [\nu, \tau_{\max}]$, where $\Sigma_i(t)$, $\mathbf{V}_i$, $\xi_i(t)$, and $\gamma(t)$ are given in Appendix B.

The derivations of the asymptotic properties for the proposed estimators are challenging due to the entanglement of $\hat{\beta}_i(t)$ and $\hat{\gamma}_i$. The proofs of the theorems mainly rely upon the stochastic integral representations and modern empirical process theory, which are deferred to Appendix B.

3.2 Nonparametric Approach

Under the nonparametric approach, we can also derive the uniform consistency and weak convergence properties for the proposed estimators, while both the conditions and derivations are different from those of the iterative approach.

Theorem 3. Under conditions C1–C8 in Appendix A, if $a_n \to 0$, then $\hat{\gamma}_N \to \gamma_0$ in probability and $\sup_{\tau \in [\nu, \tau_{\max}]} \|\hat{\beta}_N(t) - \beta_0(t)\| \to 0$ in probability.

Theorem 4. Under conditions C1–C7 and C8’ in Appendix A, if $n^{1/2}a_n \to 0$, then $n^{1/2}(\hat{\gamma}_N - \gamma_0)$ is asymptotically normal with mean zero and variance-covariance matrix $\Sigma_1 \mathbf{V}_i \Sigma_1^{-1}$, and $n^{1/2}(\hat{\beta}_N(t) - \beta_0(t))$ converges weakly to a zero-mean Gaussian process with variance-covariance matrix $\Sigma_N(t, t') = E[\xi_N(t) \gamma_N(t') \xi_N(t') \gamma_N(t')]$.
$E[(\xi^{(1)}(\tau) + \xi^{(3)}(\tau))(\xi^{(1)}(\tau') + \xi^{(3)}(\tau'))^T]$ for $\tau, \tau' \in [v, \tau_{max}]$, where $\Omega_N, V_N$, and $\xi^{(3)}(\tau)$ are given in Appendix C.

We establish the asymptotic properties for $\hat{\gamma}_N$ by employing the results of kernel smoothing and Chen, Linton, and Van Keilegom (2003). Based on the expansion $\hat{\gamma}_N(\tau) - \gamma(\tau) = [\hat{\beta}(\tau, \gamma(\tau)) - \beta(\tau, \gamma(\tau))] + \|\gamma(\tau - \gamma(N))\|$, we can derive the asymptotic properties for $\hat{\gamma}_N(\tau)$. The proofs of Theorems 3 and 4 are deferred to Appendix C.

Bandwidth selection is often a critical part of nonparametric regression. In practice, we recommend a d-fold cross-validation method for choosing $h_n$. We randomly divide the data into $d$ nonoverlapping and equal-sized subgroups. For the $j$th subgroup, $D_j$, we fit the model using the data excluding subgroup $j$, $D_{(-j)}$, and calculate the martingale residuals

$M_j^{CV}(h) = \frac{1}{|\{i : \Delta_i = 1 \text{ and } i \in D_j\}|} \sum_{k \in D_j} \int_0^L \{M_{(-j)}^{CV}(t, W_k)\}^2 dN_k(t),$

where $|A|$ denotes the cardinality of a set $A$, and

$M_j^{CV}(t, W) = \frac{1}{|\{i : i \in D_{(-j)}\}|} \sum_{k \in D_{(-j)}} \int_0^L \{I(W_i \leq w) \{1 - \pi(\hat{\gamma}_N^{(-j)} W_i)\}\}^2 dM_i(t; \hat{\gamma}_N^{(-j)}, \hat{F}_{T(-j)}).$

Here, both $\hat{\gamma}_N^{(-j)}$ and $\hat{F}_{T(-j)}$ are estimated using the data from $D_{(-j)}$. Finally, we choose the bandwidth that minimizes the total martingale residuals $\sum_{j=1}^d M_j^{CV}(h)$.

### 4. SIMULATION STUDY

We conducted extensive simulation studies to examine the finite-sample performance of our proposed methods. First, we generated the survival times $T^*$ of the susceptible subjects from the log-transformed linear model with heteroscedastic errors,

$$\log T^* = b_0 Z + (1 + Z) \epsilon,$$

where $(1 + Z)\epsilon$ is the error term, and the true parameter value $b_0 = -1$. The corresponding quantile regression model (2.3) given $Z = (1, Z)^T$ is

$$Q_T(\tau | Z) = \exp(\hat{\beta}_0(\tau) + \hat{\beta}_1(\tau) Z),$$

where $\beta_0(\tau) = Q_0(\tau), \beta_1(\tau) = b_0 + Q_1(\tau)$, and $Q_\tau(\cdot)$ is the $\tau$ quantile of $\epsilon$. The susceptibility indicator $\eta$ was generated from the logistic regression model (2.1) with $W = Z$ and the true parameter values $\gamma_0 = 1$, and $\gamma_1 = -0.5$. We simulated $Z$ from Bernoulli(0.5), and took the censoring time $C = \tilde{C} \land L$, where $\tilde{C}$ was generated from Unif(0, 1) if $Z < 0.5$, and from Unif(1, 1 + 2) otherwise. The study duration $L$ was chosen to yield a censoring rate of 40%, and the cure rate was approximately 32%. We considered three types of error distributions: the standard normal distribution, the extreme value distribution with $F_\epsilon(x) = 1 - \exp(-e^x)$, and student’s $t$-distribution with 2

<table>
<thead>
<tr>
<th>$\beta_0(\tau)$ and $\gamma_0$</th>
<th>$\beta_1(\tau)$ and $\gamma_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>True</strong></td>
<td><strong>Est</strong></td>
</tr>
<tr>
<td>$\beta(\tau)$</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>-1.282</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.842</td>
</tr>
<tr>
<td>0.3</td>
<td>-0.524</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.253</td>
</tr>
<tr>
<td>0.5</td>
<td>0.000</td>
</tr>
<tr>
<td>0.6</td>
<td>0.253</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.000</td>
</tr>
<tr>
<td>$\beta(\tau)$</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>-2.250</td>
</tr>
<tr>
<td>0.2</td>
<td>-1.500</td>
</tr>
<tr>
<td>0.3</td>
<td>-1.031</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.672</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.367</td>
</tr>
<tr>
<td>0.6</td>
<td>-0.087</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.000</td>
</tr>
<tr>
<td>$\beta(\tau)$</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>-1.886</td>
</tr>
<tr>
<td>0.2</td>
<td>-1.061</td>
</tr>
<tr>
<td>0.3</td>
<td>-0.617</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.289</td>
</tr>
<tr>
<td>0.5</td>
<td>0.000</td>
</tr>
<tr>
<td>0.6</td>
<td>0.289</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.000</td>
</tr>
</tbody>
</table>

NOTE: “Est” is the average value of the parameter estimates, “SE” is the sample standard error of the estimates, and “MSE” is the mean squared errors of the parameter estimates.
degrees of freedom. For estimation of regression quantiles, we set $\tau_{\text{max}} = 0.6$ and adopted an equally spaced grid over interval $[0.02, 0.6]$ with a step size of 0.02. A general guidance on choosing $\tau_{\text{max}}$ is to first estimate $\inf_Z F_T(L|Z = z)$ using the nonparametric local kernel smoothing estimator $\hat{F}_T(t|z)$. We initially set $\tau_{\text{max}}$ to be close to $\min_{i=1, \ldots, n} \hat{F}_T(t|z)$, and then select the final $\tau_{\text{max}}$ in an adaptive manner as follows. If all the regression quantiles over $[0, \tau_{\text{max}}]$ can be estimated, we increase $\tau_{\text{max}}$ by some small step size, for example, 0.05 or 0.1; otherwise, we decrease $\tau_{\text{max}}$ slightly. By this trial-and-error way, we can push $\tau_{\text{max}}$ to the largest slightly at which the model parameters can be identified. We examined both the iterative and nonparametric approaches, and we set the sample size $n = 200$ and replicated 1000 simulations.

Our simulation showed that the iterative approach was relatively unstable and sensitive to the initial values, which on average resulted in 28% nonconvergence cases among 1000 simulations (also see Mao and Wang 2010, p. 307). For estimation of $\gamma$, $R_0(\gamma; \beta(\cdot)) = 0$ would be automatically satisfied if $\pi(y^T \mathbf{W}_i) = 0$ or 1 (when the estimate of $\gamma$ converges to a very small or very large value, for example, close to the boundaries of the parameter searching space). To facilitate the comparison, Table 1 summarizes the estimation results for those converged cases, which shows that after discarding those nonconvergence replications, the performance of the iterative approach is reasonable under the three different error distributions.

By contrast, the nonparametric approach separates the estimation of $\gamma$ and $\beta(\cdot)$, which is shown to result in better convergence. Under the three error distributions, only for the $t_{12}$ heteroscedastic error, there were about 0.5% nonconvergence cases among 1000 simulations. As to variance estimation, we generated 200 bootstrap samples for each simulated dataset. In particular, we generated $n$ independent variates from $\text{Exp}(1)$, and multiplied each term $i$ in the estimating equations by the $i$th $\text{Exp}(1)$ variate. Table 2 presents the simulation results using the nonparametric approach. Clearly, the biases are essentially negligible, the estimated standard errors (ESE) using the bootstrap method agree well with the sample standard errors (SE), and the coverage probabilities (CP) of the bootstrap confidence intervals are around the nominal level 95%. Comparing Tables 1 and 2, the MSEs are close between the iterative and nonparametric methods.

Second, we generated covariate $Z$ from $\text{Unif}(0, 1)$, while keeping the rest of the data generation scheme the same as before. The kernel smoothing procedure was used to estimate the nonparametric function $F_{\mathbf{U} T}(\cdot|Z)$. As there was only one continuous covariate, we adopted the biquadratic kernel $K(u) = (15/16)(1 - u^2)^2 I(|u| < 1)$ for the bivariate case (as in online Supplementary Material A), we employed a fourth-order product kernel, $K_2(u_1, u_2) = K(u_1)K(u_2)$. We took the sample size $n = 400$ and selected the bandwidth $h_n$ through the eight-fold cross-validation procedure. We conducted 500
replications, and for each simulated dataset 200 bootstrap samples were generated as before to estimate the variance. For \( \tau \) from 0.1 to 0.6 in Table 3, the point estimates of \( \beta_0(\tau) \) and \( \beta_1(\tau) \) are close to the true values, and the variance estimation also performs well. The same is true for the cure rate parameters \( \gamma_0 \) and \( \gamma_1 \). Thus, we conclude that the proposed nonparametric method generally works well with continuous covariates and the bandwidth selection procedure is also viable.

We further investigated the performance of the proposed nonparametric method under the misspecification of the logistic model for the cure indicator or that of the quantile regression model for survival times of the susceptible subjects. Meanwhile, we made comparisons with the AFT cure rate method and the Cox PH cure rate method, and also explored a hypothetical situation where the distribution function \( F_{Y|Z}(\cdot|Z) \) were known. In addition, we assessed the behavior of the proposed nonparametric method when two continuous covariates were involved, for which we adopted a bivariate product kernel for nonparametric kernel smoothing. The detailed simulation results are presented in online Supplementary Material A.

### 5. BONE MARROW TRANSPLANTATION STUDY

As an illustration, we applied the cure rate quantile regression model to a bone marrow transplantation (BMT) study (Szydlo et al. 1997). This study was conducted between the years 1985 and 1991 and involved 1715 leukemia patients. To minimize potential side effects, the transplanted stem cells should match the patient’s own stem cells as closely as possible. The matching is usually based on the proteins on the surface of the cells, namely human leukemia-associated antigens (HLA). Patients were treated with the BMT from either HLA-identical siblings, HLA-matched, or mismatched unrelated donors. The primary endpoint was the time to cancer relapse or death while in remission, recorded in months. From the clinical perspective, patients may be considered as “cured” if they could survive the risk of the graft-versus-host disease (GVHD), which is a reaction of donated stem cells against patients’ own tissues. If there is a strong immune reaction of GVHD, patients are likely to die soon after the transplantation. The censoring rate in this BMT study was 49.4%, and Figure 1 shows the Kaplan–Meier survival curves for the three donor groups. After approximately five years follow-up, there appears to be a stable plateau for each arm, which indicates a possible cure fraction in this patient population.

In our analysis, the covariates of interest included three donor types: HLA-identical siblings (71.4%), HLA-matched unrelated (22.3%), and mismatched unrelated donors (6.3%); three disease types: acute lymphoblastic leukemia (ALL, 31.3%), acute myelogenous leukemia (AML, 19.8%), and chronic myelogenous leukemia (CML, 48.9%); and the Karnofsky score (taking a value of 1 if the Karnofsky score \( \geq 90 \) and 0 otherwise; 80.6% patients with the Karnofsky score = 1). For the two three-level categorical variables, we created two indicator variables by

Table 3. Simulation results for the nonparametric method under the cure rate quantile regression model with \( \tau = (0.1, \ldots, 0.6) \), heteroscedastic errors, and \( Z \sim \text{Unif}(0, 1) \)

<table>
<thead>
<tr>
<th>( \beta(\tau) ) and ( \gamma_0 )</th>
<th>True</th>
<th>Est</th>
<th>SE</th>
<th>ESE</th>
<th>CP</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_0(\tau) ) and ( \gamma_0 )</td>
<td>0.1</td>
<td>-1.282</td>
<td>-1.276</td>
<td>0.251</td>
<td>0.257</td>
<td>0.932</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.842</td>
<td>-0.828</td>
<td>0.208</td>
<td>0.216</td>
<td>0.948</td>
<td>0.044</td>
</tr>
<tr>
<td>0.3</td>
<td>-0.524</td>
<td>-0.511</td>
<td>0.199</td>
<td>0.196</td>
<td>0.938</td>
<td>0.040</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.253</td>
<td>-0.228</td>
<td>0.185</td>
<td>0.192</td>
<td>0.946</td>
<td>0.035</td>
</tr>
<tr>
<td>0.5</td>
<td>0.000</td>
<td>0.039</td>
<td>0.185</td>
<td>0.189</td>
<td>0.940</td>
<td>0.036</td>
</tr>
<tr>
<td>0.6</td>
<td>0.253</td>
<td>0.295</td>
<td>0.189</td>
<td>0.186</td>
<td>0.924</td>
<td>0.037</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>1.000</td>
<td>0.987</td>
<td>0.258</td>
<td>0.295</td>
<td>0.976</td>
<td>0.067</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \beta(\tau) ) and ( \gamma_1 )</th>
<th>True</th>
<th>Est</th>
<th>SE</th>
<th>ESE</th>
<th>CP</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1(\tau) ) and ( \gamma_1 )</td>
<td>0.1</td>
<td>-2.250</td>
<td>-2.279</td>
<td>0.476</td>
<td>0.480</td>
<td>0.938</td>
</tr>
<tr>
<td>0.2</td>
<td>-1.500</td>
<td>-1.517</td>
<td>0.333</td>
<td>0.342</td>
<td>0.936</td>
<td>0.111</td>
</tr>
<tr>
<td>0.3</td>
<td>-1.031</td>
<td>-1.044</td>
<td>0.278</td>
<td>0.273</td>
<td>0.944</td>
<td>0.077</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.672</td>
<td>-0.669</td>
<td>0.234</td>
<td>0.242</td>
<td>0.958</td>
<td>0.055</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.366</td>
<td>-0.356</td>
<td>0.215</td>
<td>0.215</td>
<td>0.952</td>
<td>0.046</td>
</tr>
<tr>
<td>0.6</td>
<td>-0.087</td>
<td>-0.078</td>
<td>0.203</td>
<td>0.193</td>
<td>0.908</td>
<td>0.041</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>1.000</td>
<td>0.922</td>
<td>0.246</td>
<td>0.269</td>
<td>0.968</td>
<td>0.067</td>
</tr>
</tbody>
</table>

**NOTE:** “Est” is the average value of the parameter estimates, “SE” is the sample standard error of the estimates, “ESE” is the average of the bootstrap estimated standard errors, “CP” is the coverage probability of the 95% confidence intervals using the bootstrap, and “MSE” is the mean squared errors of the parameter estimates.
taking the HLA-identical sibling and ALL as the baseline, respectively. We took $Z = W$, and 200 bootstrap samples for variance estimation. Figure 2 displays the quantile regression estimates of covariate effects and the corresponding 95% pointwise confidence intervals for $\tau \in [0.1, 0.7]$ with a step size of 0.01. As expected, patients treated with the BMT from HLA-matched unrelated donors and mismatched unrelated donors had significantly worse survival than those with HLA-sibling donors, particularly for higher quantiles of survival times. Patients with higher Karnofsky scores survived longer across all the quantiles. There was no significant difference in survival across the three disease types. Table 4 presents the estimates for the cure rate parameters in the logistic regression, from which one can see that patients treated with the BMT from HLA-identical siblings or with higher Karnofsky scores were more likely to be long-term survivors. For comparison, we also analyzed the BMT data using the Cox PH cure rate model and the AFT cure rate model, for which the results are also shown in Table 4. Similar conclusions can be drawn, while these traditional hazard-based and mean-based methods can only provide overall quantification of covariate effects. In contrast, our proposed cure rate quantile regression method can provide global trends of covariate effects along different quantiles of survival times. For example, for lower quantiles there appeared to be no survival difference between different donor types, while for higher quantiles the survival difference became larger, especially for the mismatched unrelated donor group.

6. CONCLUDING REMARKS

We have proposed cure rate quantile regression for censored data with a survival fraction under the usual censoring assumption, that is, survival times and censoring times are conditionally independent given covariates. Under the global linearity assumption, the estimate for the regression quantile at a particular $\tau$ requires the availability of the estimates for all regression quantiles below $\tau$. If such linearity only holds at one specific quantile level $\tau$, the work by Wang and Wang (2009) may be extended along this direction. Identifiability is an inherent and subtle issue in censored quantile regression. Regression quantiles with $\tau$ close to 1 may not be identifiable due to a lack of event information in the upper tail. Thus, we confine the estimation of regression quantiles to the quantile levels below $\tau_{\text{max}}$. In principle, $\tau_{\text{max}}$ should satisfy the identifiability condition C4 in Appendix A, while in practice the selection of $\tau_{\text{max}}$ needs to be settled in an adaptive manner as described in Section 4.
Figure 2. Estimated covariate effects for the BMT data and the corresponding 95% pointwise confidence intervals using the nonparametric method under the cure rate quantile regression model. The online version of this figure is in color.

Our additional simulation studies in online Supplementary Material A shows that the proposed nonparametric approach is still feasible when two continuous covariates are involved in Z. However, the nonparametric estimation for \( F_{0\tau}(\cdot|Z) \) would deteriorate as the dimension of Z increases. If there exist many (continuous) covariates, we suggest to first perform dimension reduction as in the article by Wang, Zhou, and Li (2013), and then add important covariates one by one, and then add important covariates one at a time into the model. In survival analysis, model fitting and checking are often based on martingale residuals (Barlow and Prentice 1988; Lin, Wei, and Ying 1993). The forms of the limiting processes of the cumulative martingale residuals constructed from the estimating Equations (2.4) and (2.6) are complicated because the nonparametric estimation for \( F_{0\tau}(\cdot|Z) \) is involved, for which further research is warranted. It is also possible to extend the proposed method to partially linear models and a mixture of quantile-variant and -invariant effects to enhance the flexibility and efficiency (Neocleous and Portnoy 2009; Qian and Peng 2010).

**APPENDIX A: CONDITIONS AND LEMMAS**

We first introduce the notation: \( F_{\bar{X},\bar{Y}}(t|Z, W) = P(X \leq t|Z, W), \bar{F}_{X,Y}(t|Z, W) = 1 - F_{X,Y}(t|Z, W), \bar{F}_{X,Y}(t|Z, W) = P(X < t), \Delta = 1|Z, W), \quad f_{X,Y}(t|Z, W) = -F_{X,Y}(t|Z, W) = -dF_{X,Y}(t|Z, W)/dt, \quad f_{X,Y}(t|Z, W) = d\bar{F}_{X,Y}(t|Z, W)/dt, \quad F_{C}(t|Z, W) = P(C \leq t|Z, W), \) and \( F_{C}(t|Z, W) = 1 - F_{C}(t|Z, W), \) and then impose the conditions as follows.

C1. Let \( K \) be a compact subset of \( \mathbb{R}^{r+1} \) that contains \( \gamma_0 \) as its interior point. With probability 1, both \( Z \) and \( W \) are bounded, and \( E(ZZ') > 0 \) and \( E(WW') > 0 \).

C2. Each component of \( E[Z\bar{F}_{X,Y}(\exp(Z'\beta(t)|Z, W)\gamma)(\gamma'W)](1 - \pi(\gamma'W))^{-1}] \) and \( E[Z\bar{N}(\exp(Z'\beta_0(t)|Z, W))]) \) is a Lipschitz function of \( \tau \in (0, \tau_{\max}) \) for every \( \gamma \in K \). Both \( f_{X,Y}(t|Z, W) \) and \( f_{\bar{X},\bar{Y}}(t|Z, W) \) are uniformly bounded away from zero for \( \gamma \in K, t \in (0, L), z \in Z, \) and \( w \in W \), where \( Z \) and \( W \) are the domains of covariates \( Z \) and \( W \), respectively. In addition,
\( \pi(\gamma^T w) \) is uniformly bounded away from 0 and 1 for \( w \in W \) and \( \gamma \in \mathcal{K} \).

C3. Each component of
\[
E \left[ Z Z^T f_{x, \gamma}(\exp(Z^T b)|Z, W) \exp(Z^T \beta(\gamma^T W)) \times (1 - \pi(\gamma^T W)\tau) - Z N(\exp(Z^T \beta(\gamma^T W))) \right]^{-1}
\]
is uniformly bounded in \( b \in B(d) \) and \( \gamma \in \mathcal{K} \), where
\[
B(d) = \left\{ b \in \mathbb{R}^{p+1}: \inf_{\tau \in [0, \tau_{\max}]} E[Z N(\exp(Z^T b)) - Z N(\exp(Z^T \beta(\tau)))] \leq d \right\}
\]
and \( d_0 \) is chosen such that \( B(d_0) \) contains \( \beta(\tau): \tau \in [0, \tau_{\max}] \).

C4. Assume that \( \inf_{\tau \in [0, \tau_{\max}]} \text{Eigmin} \{ E[Z Z^T f_{x, \gamma}(\exp(Z^T b)|Z, W) \exp(Z^T \beta(\gamma^T W)) \] \( \geq 0 \) for any \( \gamma \in [0, \tau_{\max}] \) and \( \beta(\gamma^T W) \in B(d_0) \), where \( \text{Eigmin} \) denotes the minimum eigenvalue of a matrix.

C5. For \( \gamma \) in the neighborhood of \( \gamma_0 \), the matrix \( \Gamma_{\gamma}(\gamma, F_{\gamma_0}) \) defined in Appendix C is negative definite.

C5'. For \( \gamma \) in the neighborhood of \( \gamma_0 \), the matrix \( \Psi(\beta(\gamma^T \cdot), \tau_{\max}; \gamma) \) defined in Appendix B is negative definite.

C6. The kernel function \( K(\cdot) \) has a compact support in \( \mathbb{R} \), and it is the (\( \ell \))th order kernel satisfying that \( \int_{\mathbb{R}} K(u) du = 1 \), \( \int_{\mathbb{R}} u^j K(u) du < \infty \), \( \int_{\mathbb{R}} u^j K(u) du = 0 \) for \( 1 \leq j < \ell \), and \( \int_{\mathbb{R}} u^\ell K(u) du < \infty \). Moreover, it is Lipschitz continuous of order \( \ell \), with \( \ell \geq 2 \).

C7. The first \( \ell \) partial derivatives of the density function of \( Z_f(x) \), with respect to \( x \) are uniformly bounded for \( x \in Z \), and \( F_{\gamma_0}(\gamma^T x) \) and \( f_{\gamma_0}(\gamma^T x) \) are bounded (uniformly in \( \ell \), \( x \), and \( \gamma \) away from infinity, and the first \( \ell \) partial derivatives of \( F_{\gamma_0}(\gamma^T x) \) and \( f_{\gamma_0}(\gamma^T x) \) with respect to \( x \) or \( u \) are uniformly bounded in \( x \in [0, L], x \in Z, x \in \mathbb{R} \), and \( \gamma \in \mathbb{R} \), where \( f_{\gamma_0}(\gamma^T x) = df_{\gamma_0}(\gamma^T x)/df_{\gamma_0}(\gamma^T x) \) and \( f_{\gamma_0}(\gamma^T x) = df_{\gamma_0}(\gamma^T x)/df_{\gamma_0}(\gamma^T x) \).

C8. The bandwidth \( h_0 = O(n^{-\tau}) \), where \( 0 < \tau < \min(1, 1/\ell) \).

C8'. The bandwidth \( h_0 = O(n^{-\tau}) \), where \( 1/(2\ell) < \tau < 1/(3p) \) and \( \tau > 3p/2 \).

Conditions C1–C3 impose the boundedness assumptions of covariates and the density functions associated with the observed data, which are common in censored quantile regression; condition C4 is the positive definite assumption for the inference of the quantile regression parameter. Conditions C5 and C5' are the positive definite assumptions of the "Hessian" matrices of the cure rate parameters for the nonparametric and iterative approaches, respectively. Condition C7 allows to apply the Taylor expansion to determine the order of convergence of the estimators. For ease of exposition, we assume continuous \( Z \), while if discrete covariates are involved, all proofs are essentially the same except for replacing probability density functions by probability mass functions and integration by summation. Condition C8 on the bandwidth is needed to obtain the consistency of the proposed estimators and C8' is a strengthened version for establishing their weak convergence properties. Due to the dependency of \( \ell \) on \( \rho \), a higher-order kernel function is needed to control the bias for a larger \( \rho \) (Wang, Zhou, and Li 2013).

Lemma A.1. Under conditions C1–C4, if \( a_n \to 0 \),
\[
\sup_{\tau \in [0, \tau_{\max}], \gamma \in \mathcal{K}} \| \tilde{\beta}(\tau, \gamma) - \beta(\tau, \gamma) \| \to 0,
\]
where \( \beta(\tau, \gamma) \) is the zero-crossing of \( E[U_\gamma(\beta, \tau; \gamma)] \).

Lemma A.2. Under conditions C1–C4, for any sequence \( \{ \beta_n(\tau): \tau \in (0, \tau_{\max}] \} \), if \( \sup_{\tau \in [0, \tau_{\max}]} \| \mu(\beta_n(\tau), \gamma) - \mu(\beta_n(\tau), \gamma) \| \to 0 \), where \( \mu(\beta(\tau), \gamma) = E[Z N(\exp(Z^T \beta(\gamma^T W))) = E[Z \tilde{f}_{x, \gamma}(\exp(Z^T \beta(\gamma^T W))|Z, W) \]
\[
\| -n^{1/2}(\mu(\beta_n(\tau), \gamma) - \mu(\beta_n(\tau), \gamma)) \| \to 0 \;
\]
\begin{equation}
\text{(A.1)}
\end{equation}

if \( \sup_{\tau \in [0, \tau_{\max}]} \| \tilde{\beta}(\tau, \gamma) - \beta(\tau, \gamma) \| \to 0 \), where \( \tilde{\beta}(\tau, \gamma) = E[Z I(X \geq \exp(Z^T \beta(\gamma^T W)))\pi(\gamma^T W)/[1 - \pi(\gamma^T W)\tau)] \)
\[
= E[Z \tilde{f}_{x, \gamma}(\exp(Z^T \beta(\gamma^T W))|Z, W)\pi(\gamma^T W)/[1 - \pi(\gamma^T W)\tau)],
\]
then we have
\[
\| \tilde{\beta}(\tau, \gamma) - \beta(\tau, \gamma) \| \to 0.
\]

Lemma A.3. Under conditions C1 and C6–C8,
\[
\sup_{\tau \in [0, L], x \in Z} \| \tilde{\beta}(\tau, \gamma) - \beta(\tau, \gamma) \| \to 0
\]
and
\[
\sup_{\tau \in [0, L], x \in Z} \| \tilde{F}_{\tau}(\tau, \gamma) - F_{\tau}(\tau, \gamma) \| \to 0
\]
where
\[
\tilde{\beta}(\tau, \gamma) = \int_{0}^{\tau} \sum_{i=1}^{n} B_{ni}(x) dN_i(u),
\]
\[
r_\gamma = \max(|\log n/(\gamma h_0^2)|^{1/2}, h_0^2),
\]
\[
F_{\tau}(\tau, \gamma) = 1 - \exp\left[ -\tilde{\beta}(\tau, \gamma) \right],
\]
\[
\Lambda_{\tau}(\gamma) = -\log(1 - F_{\tau}(\tau, \gamma)).
\]

Furthermore, for any \( \gamma \in \mathcal{K} \), we can define \( \tilde{F}_{\tau}(\tau, \gamma) \) and \( F_{\tau}(\tau, \gamma) \) by replacing \( \gamma_0 \) with \( \gamma \) in their counterparts, respectively. Note that \( F_{\tau}(\tau, \gamma) \) is the conditional distribution function of \( T^* \gamma \) in \( \gamma \). Then, we have
\[
\sup_{\tau \in [0, \tau_{\max}], \gamma \in \mathcal{K}} \| \tilde{F}_{\tau}(\tau, \gamma) - F_{\tau}(\tau, \gamma) \| \to 0
\]
then the detailed proofs of the three lemmas are given in online Supplementary Material B.

APPENDIX B: PROOFS OF THEOREMS 1 AND 2

Proof of Theorem 1.

We first prove the consistency of \( \tilde{\gamma}_\gamma \). Denote \( \tilde{U}(\beta, \tau; \gamma) = E[U_\gamma(\beta, \tau; \gamma)] \), then \( \tilde{U}(\beta_0, \tau; \gamma) = 0 \). For a given \( \gamma \in \mathcal{K} \), \( \tilde{U}(\beta, \tau; \gamma) = 0 \). Following theorem 2.7.5, the preservation of the Donker property by van der Vaart and Wellner (1996), and the boundedness of \( W \) under condition C1, the class of functions
\[
\int_{0}^{\tau_{\max}} \left\{ \frac{1 - \pi(\gamma^T W)}{1 - \pi(\gamma^T W)u} \right\} dN(\exp(Z^T \beta(u)))
\]
\[
-\int_{0}^{\tau} \left\{ \left[ \right] \right\} \left[ \right] \left[ \right]
\]
then the detailed proofs of the three lemmas are given in online Supplementary Material B.

\[
\sup_{\tau \in [0, \tau_{\max}], \gamma \in \mathcal{K}} \| \tilde{\beta}(\tau, \gamma) - \beta(\tau, \gamma) \| \to 0,
\]
where \( \beta(\tau, \gamma) \) is the zero-crossing of \( E[U_\gamma(\beta, \tau; \gamma)] \).
is Donsker. Thus, together with Lemma A.1, we have
\( \sup_{\nu \in \mathbb{R}^k} |R_0(y; \hat{\beta}(\cdot, y) - R_0(y; \beta^*(\cdot, y))| \to 0 \) almost surely, where
\( R_0(y; \beta^*(\cdot, y)) = E[R_0(y; \beta^*(\cdot, y))]. \) It follows immediately that
\( R_0(y_0; \beta^*(\cdot, y_0)) = 0. \) Condition C5 ensures that \( y_0 \) is the unique zero-crossing of \( R_0(y; \beta^*(\cdot, y)) \) in the neighborhood of \( y_0. \) Thus, \( \hat{\gamma}_1 \), which solves \( R_0(y; \hat{\beta}(\cdot, y)) = 0, \) converges to \( y_0 \) in probability, as \( n \to \infty. \)

We prove the uniform consistency of \( \hat{\beta}_1(t) \) over \( t \in [\nu, \tau_{\max}] \). Note that \( \beta_0(t) = \beta^*(t, y_0) \) and \( \| \hat{\beta}_1(t) - \beta_0(t) \| \leq \| \hat{\beta}_1(t) - \hat{\beta}_1(t) \| + \| \hat{\beta}_1(t) - \beta^*(t, y_0) \|. \) For a large \( n, \) we have \( \sup_{t \in [\nu, \tau_{\max}]} \| \hat{\beta}_1(t) - \beta^*(t, y_0) \| \to 0 \) from the consistency of \( \hat{\gamma}_1 \), and Lemma A.1. Hence, it suffices to show that \( \sup_{t \in [\nu, \tau_{\max}]} \| \hat{\beta}_1(t) - \beta^*(t, y_0) \| \to 0. \) By the definition of \( \beta^*(t, y) \), we have for every \( t \) and \( y \),

\[
E[Z \mathbb{Z}^T \tilde{f}_{X,Y}(\exp[Z \mathbb{Z}^T \beta^*(t, y)]\mathbb{Z} \mathbb{W}) \exp[Z \mathbb{Z}^T \beta^*(t, y)]]
\]

\[
\times \frac{\partial \beta^*(t, y)}{\partial \tau_j} \bigg|_{\tau_0 = y_0}
\]

\[
= B(\beta_0(t), y_0)^{-1} \int_0^\tau B(\beta_0(u), y_0)^{-1} \left\{ \frac{\partial \beta^*(u, y)}{\partial \tau_j} \bigg|_{\tau_0 = y_0} \right\} du
\]

\[+ B(\beta_0(t), y_0)^{-1} \int_0^\tau C(\beta_0(u), y_0) du. \quad (B.1)
\]

where

\[
A(t, u) = B(\beta_0(t), y_0)^{-1} \int_0^u C(\beta_0(s), y_0) ds du
\]

\[
\times \exp \left\{ \int_0^u B(\beta_0(s), y_0)^{-1} \int_0^u C(\beta_0(v), y_0) dv ds \right\}.
\]

Under conditions C2–C4, we have that \( \partial \beta^*(t, y)/\partial \tau_j \) is bounded uniformly in \( t \in [\nu, \tau_{\max}] \). Together with the consistency of \( \hat{\gamma}_1 \), and via the Taylor expansion, we obtain that \( \sup_{t \in [\nu, \tau_{\max}]} \| \hat{\beta}_1(t) - \beta^*(t, y_0) \| \to 0 \), which completes the proof of the uniform consistency that \( \sup_{t \in [\nu, \tau_{\max}]} \| \hat{\beta}_1(t) - \beta_0(t) \| \to 0 \).

Proof of Theorem 2.

We first establish the weak convergence of \( \hat{\beta}(\cdot, y_0) \). Note that \( \hat{\beta}(\cdot, y_0)/\hat{\beta}(\cdot, y_0) = B(\beta(t), y) \) and \( \hat{\beta}(\cdot, y_0)/\hat{\beta}(\cdot, y_0) = D(\beta(t), y) \). Let \( o(1) \) denote a term that converges uniformly in \( t \in [\nu, \tau_{\max}] \) to zero in probability. If \( u_n(\hat{\beta}(\cdot, y), \tau_j; y) = 0 \) for \( j = 1, \ldots, q_s, \)

\[
\sup_{r \in [\nu, \tau_{\max}]} n^{1/2} \| U_n(\hat{\beta}(\cdot, y), \tau; y) \|
\]

\[
= \sup_{r \in [\nu, \tau_{\max}]} n^{1/2} \left\| \int_{\tau_j}^\tau \sum_{\nu, \tau_j} Z_{\nu, \tau} I[X_{\nu, \tau}] \right\|
\]

\[
\geq \exp(\| Z \| \beta(\cdot, y)) H_{\nu, \tau}(dW_{\nu, \tau})
\]

\[\leq n^{1/2} a_{n, 0} \to 0, \quad (B.2)
\]

under \( n^{1/2} a_{n, 0} \to 0 \), where \( c_0 \) is a constant such that \( \sup_{t \in [\nu, \tau_{\max}]} \exp(\| Z \| \beta(\cdot, y)) < c_0. \) Lemma A.1 and condition C2 immediately imply that \( \mu(\hat{\beta}(\cdot, y_0), y_0) \) and \( \mu(\hat{\beta}(\cdot, y_0), y_0) \) converge uniformly to \( \mu(\beta_0(t), y_0) \) and \( \mu(\beta_0(t), y_0) \), respectively. By (A.1), (A.2), and (B.2), we have

\[ -n^{1/2} U_n(\beta_0(t), \tau; y_0)
\]

\[= \int_0^\tau n^{1/2} \left( \hat{\mu}(\beta(\cdot, y_0), y_0) - \mu(\beta_0(t), y_0) \right) du + n^{1/2} \left( \hat{\mu}(\beta(\cdot, y_0), y_0) - \mu(\beta_0(t), y_0) \right) + o_{[\nu, \tau_{\max}]}(1)
\]

\[= \int_0^\tau D(\beta_0(t), y_0) B(\beta_0(t), y_0)^{-1} n^{1/2} \left( \hat{\mu}(\beta(\cdot, y_0), y_0) - \mu(\beta_0(t), y_0) \right) du + n^{1/2} \left( \hat{\mu}(\beta(\cdot, y_0), y_0) - \mu(\beta_0(t), y_0) \right) + o_{[\nu, \tau_{\max}]}(1)
\]

It follows from the production integration theory (Gill and Johansen 1990; Andersen et al. 1993) that

\[ n^{1/2}(\hat{\beta}(\cdot, y_0) - \beta_0(t))
\]

\[= B(\beta_0(t), y_0)^{-1} \hat{\mu} \left( \hat{\mu}(\beta(\cdot, y_0), y_0) - \mu(\beta_0(t), y_0) \right) + o_{[\nu, \tau_{\max}]}(1)
\]

\[= B(\beta_0(t), y_0)^{-1} \hat{\mu} \left( \hat{\mu}(\beta(\cdot, y_0), y_0) - \mu(\beta_0(t), y_0) \right) + o_{[\nu, \tau_{\max}]}(1)
\]

where \( \phi \) is a linear map from \( \mathcal{F} \) to \( \mathcal{F} \) such that for \( g \in \mathcal{F}, \)

\[ \phi(g)(s) = \int_0^s \mathcal{I}(s, \cdot, g)(ds), \]

\[\mathcal{I}(s, t) = \int_{\nu \leq t \leq s} I_{s \leq t \leq s} d\mathbf{A}(u, y_0) B(\beta_0(u), y_0)^{-1} du, \]

\( I_{s \leq t \leq s} \) is the identity matrix of size \( p + 1, \quad \mathcal{F} = \{ g : [0, \tau_{\max}] \to \mathbb{R}^{p+1}, \quad g \) is a
left-continuous function with right limit and \( g(0) = 0 \), and

\[
\bar{\xi}_i(\beta; \tau; y) = Z_i \left[ \frac{N_i(\exp[Z_i^T \beta(\tau)])}{1 - \pi(y^T W_i)} - \int_0^\tau I[X_i \geq \exp[Z_i^T \beta(u)]] dH_i(du|W_i) \right].
\]

Under conditions C1 and C2, \( \{\bar{\xi}(\beta(\cdot); \tau; y_0); \tau \in [1, \tau_{\max}]\} \) is a Donsker class and thus \(-n^{1/2} U_1(\beta(\cdot); \tau; y_0)\) converges weakly to a zero-mean Gaussian process. Since \( \phi \) is a linear operator, the limiting process of \( n^{1/2}(\hat{\beta}(\tau, y_0) - \beta(\tau)) \) is also a zero-mean Gaussian process. The continuous mapping theorem (van der Vaart and Wellner 1996) implies that \( n^{1/2} \sup_{\tau \in [1, \tau_{\max}]} \|\hat{\beta}(\tau, y_0) - \beta(\tau)\| = O_P(1) \).

We prove the asymptotic normality of \( \hat{\beta}_f \). Via integration by parts, we have

\[
R_0(\gamma; \beta(\cdot)) = n^{-1} \sum_{i=1}^n \left[ N_i(\exp[Z_i^T \beta(\tau_{\max})]) \frac{W_i [1 - \pi(y^T W_i)]}{1 - \pi(y^T W_i)} - \int_0^{\tau_{\max}} [N_i(\exp[Z_i^T \beta(u)]) + I[X_i \geq \exp[Z_i^T \beta(u)]]] W_i [1 - \pi(y^T W_i)] d\tau ight].
\]

Using the similar arguments in the proofs of Lemma A.2, the consistency of \( \hat{\beta}_f \), the uniform consistency of \( \hat{\beta}(\tau, y_0) \) over \( \tau \in [1, \tau_{\max}] \), and the Taylor expansion, we have

\[
n^{1/2}R_0(\gamma; \hat{\beta}(\cdot, y_0)) = n^{-1/2} \sum_{i=1}^n \left[ \frac{N_i(\exp[Z_i^T \beta(\tau_{\max})]) W_i [1 - \pi(y^T W_i)]}{1 - \pi(y^T W_i)} - \int_0^{\tau_{\max}} [N_i(\exp[Z_i^T \beta(\tau)]) + I[X_i \geq \exp[Z_i^T \beta(\tau)]]] W_i [1 - \pi(y^T W_i)] d\tau \right].
\]

Using the definition of \( \hat{\beta}(\tau, y) \), we also have that

\[
\frac{\partial \hat{\beta}(\tau, y)}{\partial y} |_{y=y_0} = \mathbf{B}(\beta(\tau), y_0)^{-1} \int_0^\tau \mathbf{D}(\beta(u), y_0) \left[ \frac{\partial \hat{\beta}(u, y)}{\partial y} \right] \, du + \mathbf{B}(\beta(u), y_0) d\tau + o_{\mathbb{P}[\tau_{\max}]}(1).
\]

In view of this integral equation, its solution takes the form as

\[
\frac{\partial \hat{\beta}(\tau, y)}{\partial y} |_{y=y_0} = \mathbf{B}(\beta(\tau), y_0)^{-1} \psi \left\{ \int_0^\tau \mathbf{C}(\beta(u), y_0) \, du \right\} + o_{\mathbb{P}[\tau_{\max}]}(1),
\]

where \( \psi \) is a linear map from \( \mathcal{G} \) to \( \mathcal{G} \) such that for \( g \in \mathcal{G} \),

\[
\psi(g) = \int_0^\tau J(s, \cdot) g(ds),
\]

\[
J(s, t) = \prod_{\nu=1}^{p+1} [\mathbf{H}_{\nu+1} + \mathbf{D}(\beta(\nu), y_0) \, d\tau].
\]

\[
\mathcal{G} : \{ g : [0, \tau_{\max}] \rightarrow \mathbb{R}_{p+1 \times (q+1)} \} \text{ is a left-continuous function with right limit and } g(0) = 0_{p+1 \times (q+1)}, \text{ and } \mathcal{G}_{p+1 \times (q+1)} \text{ denotes the set of all matrices with } p+1 \text{ rows and } q+1 \text{ columns.}
\]

Using the chain rule and (B.6), we have

\[
\frac{\partial \mathbf{R}(\gamma; \hat{\beta}(\cdot, y))}{\partial y} |_{y=y_0} = \mathbf{B}(\beta(\tau_{\max}), y_0)^{-1} \frac{\partial \hat{\beta}(\tau_{\max}, y_0)}{\partial y} |_{y=y_0} - \int_0^{\tau_{\max}} \mathbf{D}(\beta(u), y_0) d\tau + o_{\mathbb{P}[\tau_{\max}]}(1),
\]

where

\[
\tilde{C}(\beta(\tau), y) = \mathbf{E} \left[ \mathbf{W} \mathbf{Z}^T \mathbf{f}_{\beta}(\exp[Z^T \beta(\tau)]|\mathbf{Z}, \mathbf{W}) \exp[Z^T \beta(\tau)] \times \frac{1 - \pi(y^T W) \tau}{1 - \pi(y^T W)} \right]
\]

\[
\tilde{D}(\beta(\tau), y) = \mathbf{E} \left[ \mathbf{W} \mathbf{Z}^T \mathbf{f}_{\beta}(\exp[Z^T \beta(\tau)]|\mathbf{Z}, \mathbf{W}) + \mathbf{f}_{\beta}(\exp[Z^T \beta(\tau)]|\mathbf{Z}, \mathbf{W}) \times \exp[Z^T \beta(\tau)] \frac{1 - \pi(y^T W) \tau}{1 - \pi(y^T W)} \right].
\]

If we plug (B.3) into Equation (B.4), we have

\[
n^{1/2}R_0(\gamma; \hat{\beta}(\cdot, y_0)) = n^{-1/2} \sum_{i=1}^n \Phi_i(\hat{\beta}(\cdot), \tau_{\max}; y_0) + o_{\mathbb{P}[\tau_{\max}]}(1),
\]

where

\[
\Phi_i(\hat{\beta}(\cdot), \tau; y) = \int_0^\tau W_i [1 - \pi(y^T W_i)] \left[ dN_i(\exp[Z_i^T \beta(u)]) - I[X_i \geq \exp[Z_i^T \beta(u)] \right] \times \mathbf{D}(\beta(u), y) \mathbf{B}(\hat{\beta}(u), y)^{-1} \phi(-\tilde{\xi}(\beta(\cdot), \tau; y))
\]

\[
- \int_0^\tau \mathbf{D}(\hat{\beta}(u), y) \mathbf{B}(\hat{\beta}(u), y)^{-1} \phi(-\tilde{\xi}(\beta(\cdot), u, y)) \, du.
\]

and \( a^a = aa^T \) for a column vector \( a \).

It follows from the consistency of \( \hat{\beta}_f \), (B.5), (B.7), condition CS’, and the Taylor expansion that

\[
n^{1/2}(\hat{\gamma}_f - y_0) = \mathbf{B}(\hat{\beta}(\cdot, y_0), y_0)^{-1} n^{1/2} R_0(\gamma; \hat{\beta}(\cdot, y_0)) + o_{\mathbb{P}[\tau_{\max}]}(1)
\]

\[
= -n^{-1/2} \sum_{i=1}^n \left[ \mathbf{C}(\beta(\cdot), \tau_{\max}; y_0) + \mathbf{B}(\hat{\beta}(\cdot, \tau_{\max}; y_0) \right] - \Phi_i(\beta(\cdot), \tau_{\max}; y_0) + o_{\mathbb{P}[\tau_{\max}]}(1),
\]

(B.8)
which is approximated by the scaled summation of iid random vectors. It can then be shown to converge in distribution to a Gaussian random vector with mean zero and variance-covariance matrix \( \Omega^{-1}_t V \Omega^{-1}_t \), where

\[
\Omega_t = \Psi(\beta(\cdot), \tau_{\max}; \gamma_0) \quad \text{and} \quad V_t = E(\Phi(\beta(\cdot), \tau_{\max}; \gamma_0)^2).
\]

We establish the weak convergence of \( \hat{\beta}_t(\cdot) \equiv \hat{\beta}(\cdot, \tilde{\gamma}_t) \). It follows from (B.3), (B.6), and (B.8) that

\[
n^{1/2}(\hat{\beta}_t(\cdot) - \beta(\cdot)) = n^{1/2} \left[ \hat{\beta}(\cdot, \gamma_0) - \beta(\cdot) \right] + n^{1/2}(\hat{\beta}(\cdot, \tilde{\gamma}_t) - \hat{\beta}(\cdot, \gamma_0))
\]

\[
= n^{-1/2} \sum_{\tau=1}^{n} \left[ \chi^{(1)}_r(\tau) + \chi^{(2)}_r(\tau) \right] + o_p(1), \quad \text{(B.9)}
\]

where

\[
\chi^{(1)}_r(\tau) = B(\beta(\tau), \gamma_0)^{-1} \phi(\xi(\beta(\tau), \tau; \gamma_0))\]

\[
\chi^{(2)}_r(\tau) = -B(\beta(\tau), \gamma_0)^{-1} \psi \left( \int_0^T C(\beta(\tau), \gamma_0) dw \right) \times \Omega_t^{-1} \Phi(\beta(\tau), \tau_{\max}; \gamma_0).
\]

The class of \( \{ \phi(\xi(\beta(\tau), \tau; \gamma_0)) : \tau \in [v, \tau_{\max}] \} \) is Donsker, and the class of \( \{ \chi^{(1)}_r(\tau) : \tau \in [v, \tau_{\max}] \} \) is also Donsker under condition C3 by using the preservation property of Donsker class (van der Vaart and Wellner 1996). Similarly, the Lipschitz property of function \( \int_0^T C(\beta(\tau), \gamma_0) dw \) from \([v, \tau_{\max}] \rightarrow \mathbb{R}^{(p_1+1)p_1} \), the linearity of operator \( \psi \), and together with condition C3 yield that \( \{ \chi^{(2)}_r(\tau) : \tau \in [v, \tau_{\max}] \} \) is a Donsker class. It follows from the preservation property of Donsker class again that \( \{ \chi^{(1)}_r(\tau) + \chi^{(2)}_r(\tau) : \tau \in [v, \tau_{\max}] \} \) is a Donsker class. Hence, \( n^{-1/2} \sum_{\tau=1}^{n} \chi^{(1)}_r(\tau) + \chi^{(2)}_r(\tau) \) converges weakly to a Gaussian process over \( \tau \in [v, \tau_{\max}] \) with mean zero and variance-covariance matrix function \( \Sigma_t(\tau, \tau') = E(\chi^{(1)}_r(\tau) + \chi^{(2)}_r(\tau')|\tau, \tau' \in [v, \tau_{\max}] \) over \( \tau \in [v, \tau_{\max}] \) immediately using equation (B.9), which completes the proof of Theorem 2.

**APPENDIX C: PROOFS OF THEOREMS 3 AND 4**

**Proof of Theorem 3.**

We first prove the consistency of \( \hat{\gamma}_N \) by verifying each condition in Theorem 1 by Chen, Linton, and Van Keilegom (2003). Rewrite \( S_i(\gamma, F_{\gamma}) = n^{-1} \sum_{i=1}^{\infty} s_i(\gamma, F_{\gamma}) \), where for \( i = 1, \ldots, n \),

\[
s_i(\gamma, F_{\gamma}) = \frac{W_i(1 - \pi(\gamma^T W_i))}{1 - \pi(\gamma^T W_i) F_{\gamma}(X_i | Z_i)} \times \left[ \Delta_i - \pi(\gamma^T W_i) F_{\gamma}(X_i | Z_i) \right]
\]

\[
= \int_0^L W_i(1 - \pi(\gamma^T W_i)) dM_i(t; \gamma, F_{\gamma}).
\]

Thus, condition (1.2) by Chen, Linton, and Van Keilegom (2003) is verified.

**Proof of Theorem 4.**

We first prove the asymptotic normality of \( \hat{\gamma}_N \) by verifying conditions (2.1)–(2.4), (2.5), and (2.6) in theorem 2 by Chen, Linton, and Van Keilegom (2003). It is clear that condition (2.1) is satisfied by the definition of \( \hat{\gamma}_N \).

It can be seen from (C.1) that \( \Gamma_1(\gamma, F_{\gamma}) \) is continuous with respect to \( \gamma \)

\[
\Omega_N \equiv \Gamma_1(\gamma_0, F_{\gamma})
\]

\[
= -E \left( \int_0^L \frac{W_i(1 - \pi(\gamma^T W_i))}{1 - \pi(\gamma^T W_i) F_{\gamma}(t | Z_i)} dM_i(t; \gamma_0, F_{\gamma}) \right)^2,
\]

which is negative definite under condition C5. Thus, condition (2.2) is satisfied.
For all \( y \in K \), the functional derivative of \( S(y, F_T) \) at \( F_{\Theta^*} \) along the direction \( F_T - F_{\Theta^*} \) is

\[
\Gamma_2(y, F_{\Theta^*})[F_T - F_{\Theta^*}] = E \left[ \int_0^L w(\tau^T w[1 - \pi(\tau^T w)]) \times \left\{ F_T(u|Z) - F_{\Theta^*}(u|Z) \left[ 1 - \pi(\tau^T w) F_{\Theta^*}(u|Z)^2 \right] - I(X \geq u) d\left( F_T(u|Z) - F_{\Theta^*}(u|Z) \left[ 1 - \pi(\tau^T w) F_{\Theta^*}(u|Z)^2 \right] \right) \right\} \right]
\]

We obtain that

\[
\Gamma_2(y_0, F_{\Theta^*})[F_T - F_{\Theta^*}] = \int_{\mathbb{R}^p} \int_0^L w(\pi_0^2 w[1 - \pi(\pi_0^2 w)]) \times \left[ F_T(u|Z) - F_{\Theta^*}(u|Z) \left[ 1 - \pi(\pi_0^2 w) F_{\Theta^*}(u|Z)^2 \right] - E[I(X \geq u)|Z = z] d\left( F_T(u|Z) - F_{\Theta^*}(u|Z) \left[ 1 - \pi(\pi_0^2 w) F_{\Theta^*}(u|Z)^2 \right] \right) \right] \times f_z(z) dz.
\]

It follows from the Taylor expansion that condition (2.3) holds under conditions C1 and C5 and Lemma A.1. Condition (2.4) is also satisfied directly from Lemma A.3.

By the Lipschitz continuity of \( s_0(y, F_T) \) as shown in the proof of Theorem 3, \( s_0(y, F_T) \) satisfies the H"older continuity condition (3.1) in theorem 3 by Chen, Linton, and Van Keilegom (2003). Obviously, condition (3.2) is satisfied due to the continuity of \( s_0(y, F_T) \) and condition (3.3) is satisfied by remark 3 (ii) of their article. Therefore, condition (2.5) holds by applying theorem 3 by Chen, Linton, and Van Keilegom (2003).

It follows from theorem 2.3 by Liang, Una-Alvarez, and Iglesias-Perez (2012) that under conditions C1, C2, C5–C7, and C8 that

\[
\hat{F}_T(t|z) - F_{\Theta^*}(t|z) = \frac{1}{n h_{\tau}^2 f_z(z)} \sum_{i=1}^n K_p \left( \frac{z - Z_i}{h_{\tau}} \right) \xi(X_i, \Delta_i, t, z, w) + O_P(\alpha_n),
\]

where

\[
\xi(X_i, \Delta_i, t, z, w) = \left[ 1 - F_{\Theta^*}(t|z) \right] \left[ \int_0^t \pi(\tau^T w[1 - \pi(\tau^T w)] F_T(u|Z, w) \times \left\{ dN(u) - I(X \geq u) dF_{\Theta^*}(u|Z, w) \right\} \right] \right]
\]

and \( \alpha_n = h_{\tau}^2 + (\log n / n h_{\tau}^2)^{1/4} \). Note that for \( i = 1, \ldots, n \),

\[
E \left\{ K_p \left( \frac{z - Z_i}{h_{\tau}} \right) \xi(X_i, \Delta_i, t, z, w) \right\} = \int_{\mathbb{R}^p} E \left[ K_p \left( \frac{z - X'}{h_{\tau}} \right) \xi(X_i, \Delta_i, t, z, w) | Z_i = x \right] \times f_z(x) dx \times f_z(x) dx \times f_z(x) dx = 0,
\]

where \( \omega_{00} = \omega_{0}(y_0, F_{\Theta^*}) \). Plugging (C.3) into (C.2) and then using the standard change of variables and the Taylor expansion argument, we obtain that

\[
\Gamma_2(y_0, F_{\Theta^*})[F_T - F_{\Theta^*}] = \int_{\mathbb{R}^p} \int_0^L w(\pi_0^2 w[1 - \pi(\pi_0^2 w)]) \times \left[ \hat{F}_T(u|Z) - F_{\Theta^*}(u|Z) \left[ 1 - \pi(\pi_0^2 w) F_{\Theta^*}(u|Z)^2 \right] - E[I(X \geq u)|Z = z] d\left( \hat{F}_T(u|Z) - F_{\Theta^*}(u|Z) \left[ 1 - \pi(\pi_0^2 w) F_{\Theta^*}(u|Z)^2 \right] \right) \right] \times f_z(z) dz
\]

where

\[
\eta(X_i, \Delta_i, z_i, w_i) = \int_0^L w(\pi_0^2 w[1 - \pi(\pi_0^2 w)]) \times \left[ \xi(X_i, \Delta_i, u, z_i, w_i) \pi(\pi_0^2 w) F_T(u|Z, w) \times \left\{ 1 - \pi(\pi_0^2 w) F_{\Theta^*}(u|Z, w)^2 \right\} \right] \times dF_{\Theta^*}(u|Z, w_i) - \left[ 1 - \pi(\pi_0^2 w) F_{\Theta^*}(u|Z_i, w_i) \right] \times d \left( \pi(\pi_0^2 w) F_{\Theta^*}(u|Z, w)^2 \right)
\]

is a random vector with mean zero due to \( E[dN(u)|Z = z] \). Further note that \( E[\eta(X_i, \Delta_i, z_i, w_i)]^2 \leq \infty \) under conditions C1 and C2 and \( O_P(\alpha_n)n^{1/2} = o_P(1) \) under condition C8. Hence, we have

\[
n_{1/2} \left[ s_0(y_0, F_{\Theta^*}) + \Gamma_2(y_0, F_{\Theta^*})[F_T - F_{\Theta^*}] \right] = n_{1/2} \sum_{i=1}^n \left[ s_i(y_0, F_{\Theta^*}) + \eta(X_i, \Delta_i, z_i, W_i) \right] + o_P(1).
\]

By the weak convergence of \( \hat{\beta}_N(t) \) to \( \tilde{\beta}(t) \), we obtain that

\[
\hat{\beta}_N(t) = \tilde{\beta}(t),
\]

where \( \tilde{\beta}(t) = -B(\beta_0(t), \gamma_0) \).\]
and variance-covariance matrix function $\Sigma(\tau, \tau') = \mathbb{E}[(\xi^\tau(t) + \xi^\tau(t'))[(\xi^\tau(t) + \xi^\tau(t'))^2]$ for $\tau, \tau' \in [v, \tau_{max}]$. The weak convergence of $n^{1/2}(\beta_t(\tau) - \beta_0(\tau))$ over $\tau \in [v, \tau_{max}]$ follows immediately using equation (C.5), which completes the proof of Theorem 4.

SUPPLEMENTARY MATERIALS

The supplementary materials contain additional simulation results and the proofs of the lemmas.
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