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Abstract: The authors propose a novel class of cure rate models for right-censored failure time data. The class is formulated through a transformation on the unknown population survival function. It includes the mixture cure model and the promotion time cure model as two special cases. The authors propose a general form of the covariate structure which automatically satisfies an inherent parameter constraint and includes the corresponding binomial and exponential covariate structures in the two main formulations of cure models. The proposed class provides a natural link between the mixture and the promotion time cure models, and it offers a wide variety of new modelling structures as well. Within the Bayesian paradigm, a Markov chain Monte Carlo computational scheme is implemented for sampling from the full conditional distributions of the parameters. Model selection is based on the conditional predictive ordinate criterion. The use of the new class of models is illustrated with a set of real data involving a melanoma clinical trial.

1. INTRODUCTION

Cure rate models, which are used for modelling time-to-event data incorporating a cure fraction, have become increasingly important in clinical trials. Let \( S_{\text{pop}}(t \mid Z_i, X_i) \) be the population survival function, which is improper (i.e., \( \lim_{t \to \infty} S_{\text{pop}}(t \mid Z_i, X_i) > 0 \)), and let \( S(t \mid X_i) \) be a proper survival function (i.e., \( \lim_{t \to \infty} S(t \mid X_i) = 0 \)), where \( Z_i \) and \( X_i \) are two covariate vectors for subject \( i \) (\( i = 1, \ldots, n \)). Note that \( Z_i \) includes 1 and may share common components with \( X_i \). The mixture cure model (Berkson & Gage 1952) is the mixture of a certain fraction \( 1 - \theta(Z_i) \) of the population being cured and the remaining proportion \( \theta(Z_i) \) which are not cured, such that

\[
S_{\text{pop}}(t \mid Z_i, X_i) = 1 - \theta(Z_i) + \theta(Z_i)S(t \mid X_i),
\]

where \( S(t \mid X_i) \) is the survival function for the uncured population. A logistic regression formulation is usually assumed for \( \theta(Z_i) \) so that

\[
\theta(Z_i) = \frac{\exp(\beta^T Z_i)}{1 + \exp(\beta^T Z_i)}.
\]
The mixture cure model (1) has been extensively studied in the literature, including Gray & Tsiatis (1989), Kuk & Chen (1992), Taylor (1995), Sy & Taylor (2000), Peng & Dear (2000) and Betensky & Schoenfeld (2001), among others. Extensive discussion of frequentist methods for the mixture cure model is given in the book by Maller & Zhou (1996). Although (1) is intuitively attractive and widely used, it does not have a proportional hazards structure in the presence of covariates, which is an undesirable feature when doing covariate analysis as noted in Ibrahim, Chen & Sinha (2001a, ch. 5).

An alternative definition of a cure rate model has been proposed and investigated by Yakovlev et al. (1993), Yakovlev & Tsodikov (1996), Tsodikov (1998), Chen, Ibrahim & Sinha (1999) and Ibrahim, Chen & Sinha (2001b), among others, which we refer to as the promotion time cure model. This model, which is strongly motivated by biological considerations, is given a Bayesian formulation by Chen, Ibrahim & Sinha (1999). For the i-th individual with covariate Z_i in the population, let N_i be the number of tumour cells which have the potential of metastasizing, that is, N_i is the number of metastasis-competent tumour cells. Assume that N_i has a Poisson distribution with mean \theta(Z_i). Denote the promotion time for the k-th tumour cell by \tilde{t}_k, k = 1, \ldots, N_i, which is the time for the k-th metastasis-competent tumour cell to produce a detectable tumour mass. Conditional on N_i, assume that the \tilde{t}_k are independent and identically distributed with cumulative distribution function F(t), and S(t) = 1 - F(t). Both N_i and \tilde{t}_k are unobservable latent variables. The time to relapse of cancer, which is observed, is defined as T_i = \min(\tilde{t}_1, \ldots, \tilde{t}_N_i). Therefore, the survival function for the population is given by

\[ S_{\text{pop}}(t | Z_i) = P(N_i = 0) + P(\tilde{t}_1 > t, \ldots, \tilde{t}_{N_i} > t | N_i \geq 1) P(N_i \geq 1) \]
\[ = \exp\{-\theta(Z_i)\} + \sum_{k=1}^{\infty} S(t)^k \frac{\theta(Z_i)^k \exp\{-\theta(Z_i)\}}{k!} \]
\[ = \exp\{-\theta(Z_i)F(t)\}. \]

The corresponding population hazard function of (2) is \lambda_{\text{pop}}(t | Z_i) = \theta(Z_i)f(t), where f(t) = dF(t)/dt is the density function corresponding to F(t) and \theta(Z_i) = \exp(\beta^T Z_i). The cure rate for subject i under model (2) is \lim_{t \to \infty} S_{\text{pop}}(t | Z_i) = \exp\{-\theta(Z_i)\}. To make (2) consistent with (1), a natural generalization of (2) is to allow F(t) to depend on a set of covariates X_i, leading to

\[ S_{\text{pop}}(t | Z_i, X_i) = \exp\{-\theta(Z_i)f(t | X_i)\}. \]

The mixture and promotion time cure models are the most widely used cure rate models, which may be seen as competitors. Each model offers its own advantages as well as its disadvantages (Ibrahim, Chen & Sinha 2001a). Specifically, the posterior distribution for \beta is always proper for the promotion time cure model, but is always improper for the mixture cure rate model, when a uniform improper prior is given for \beta. In this paper, we establish a general class of cure rate models that contain these two cure rate models as special cases. The unified family that we construct is indexed by a link parameter, where a particular value of the parameter yields the mixture cure model, while another value yields the promotion time cure model. This class of models is built through a transformation (Box & Cox 1964) on the population survival function.

The transformation we consider here is conceptually different from the usual Box–Cox transformation applied to the response variable or the covariates, as in linear regression. For example, when the normality assumption of the errors is not satisfied in linear models, the transformed response variable is defined as Y^{(a)} = (Y^a - 1)/a if a \neq 0, and \log(Y) if a = 0, where a is the transformation parameter and a \in R^3 (the real line). Transformation models have been studied for survival data as well. For example, Aranda-Ordaz (1983) proposed to impose a transformation on a conditional probability related to the hazard for grouped failure time data. Breslow & Storer (1985) and Barlow (1985) applied power transformations to the covariate structure to model the relative risk. More recently, Yin & Ibrahim (2005) have proposed a class of transformation models for proper and improper survival functions.
Here, we propose a novel family of cure rate models by imposing the Box–Cox transformation on the population survival function. This class of transformation models is very general, and it links the standard mixture cure model and the promotion time cure model in an attractive and elegant fashion. By adding an extra transformation parameter, the two main formulations of cure rate models are unified together and the resulting modelling structure allows a much wider class of cure rate structures.

![Figure 1: Kaplan–Meier curves of high-dose interferon and observation groups in E1690.](image)

Failure time data with a cure fraction is quite common in oncology studies. The analysis of a phase III melanoma clinical trial (E1690) conducted by the Eastern Cooperative Oncology Group (Kirkwood et al. 2000) provides an interesting illustration of this class of cure rate models. The objective of this study was to compare treatment with high-dose interferon to observation (control). Relapse-free survival (in years) was the outcome of interest, which was defined as the time from randomization to progression of tumour or death. There were a total of $n = 427$ patients on these combined treatment arms. Figure 1 shows the estimated survival curves for the interferon and the observation groups. An obvious plateau can be observed after about 5 years of follow-up, which offers empirical evidence for a cure possibility in E1690. If indeed a certain percentage of patients were cured and risk-free, then the conventional proportional hazards assumption (Cox 1972) would be violated in this data set.

The rest of this article is organized as follows. In Section 2, we introduce notation and a new class of cure rate models based on the transformed population survival function. In Section 3, we propose a covariate structure which is general and versatile. The covariate structure naturally satisfies the underlying model constraint and simplifies the proposed method, yielding an unconstrained parameter problem. In Section 4, we formulate the piecewise exponential likelihood function within the Bayesian paradigm, study prior specifications and derive the full conditional distributions needed for Gibbs sampling. In Section 5 we introduce a model selection criterion based on the conditional predictive ordinate (Geisser 1993). We present numerical studies in Section 6, including an in-depth analysis of the E1690 data as well as simulation studies, and give a brief discussion in Section 7.

2. A NEW CLASS OF CURE MODELS

Let $T_i$ $(i = 1, \ldots, n)$ be the failure time for the $i$th subject, and let $Z_i$ $(p \times 1)$ and $X_i$ $(q \times 1)$ be the covariate vectors which may have elements (covariates) in common. The first component
of $Z_i$ is 1. Let $C_i$ be the censoring variable and $Y_i = \min(T_i, C_i)$ is the observed time. The failure time indicator $\nu_i = 1$ if $T_i$ is observed, and $\nu_i = 0$ otherwise. Assume that $T_i$ and $C_i$ are conditionally independent given $Z_i$ and $X_i$.

Analogous to the Box–Cox transformation, we impose a transformation on the population survival function, and propose a class of cure models of the form

$$ S_{\text{pop}}(t \mid Z_i, X_i)^a - 1 = -\theta(a, Z_i) F(t \mid X_i), \quad a \in [0, 1]. \quad (4) $$

It is easy to see that as $a \to 0$, (4) becomes $\log\{S_{\text{pop}}(t \mid Z_i, X_i)\} = -\theta(0, Z_i) F(t \mid X_i)$, and thus reduces to model (3). When $a = 1$, (4) becomes model (1),

$$ S_{\text{pop}}(t \mid Z_i, X_i) = 1 - \theta(1, Z_i) F(t \mid X_i), $$

where $F(t \mid X_i) = 1 - S(t \mid X_i)$.

Our primary interest for $a$ lies in $[0, 1]$, since it yields an intermediate modelling structure between the promotion time cure model ($a = 0$) and the standard mixture cure model ($a = 1$), although $a$ could mathematically take any value on the real line. We can rewrite (4) as,

$$ S_{\text{pop}}(t \mid Z_i, X_i) = \left(1 - a\theta(a, Z_i) F(t \mid X_i)\right)^{1/a}, \quad (5) $$

where the corresponding cure rate for subject $i$ is $\lim_{t \to \infty} S_{\text{pop}}(t \mid Z_i, X_i) = \{1 - a\theta(a, Z_i)\}^{1/a}$. Thus, we can model a broad class of improper survival functions with a variety of cure fractions for different values of $a$. The cure rate is jointly determined by $\theta(a, Z_i)$ and $a$, but it does not depend on $X_i$. In (5), we need the constraint $0 \leq a\theta(a, Z_i) F(t \mid X_i) \leq 1$ to be satisfied for all $i$ and $t$, which can be simplified to $0 \leq a\theta(a, Z_i) \leq 1$, since $0 \leq F(t \mid X_i) \leq 1$. Constrained parameter problems typically involve unknown normalizing constants in the posterior distribution and thus complicate Bayesian computation and analysis (Gelfand, Smith & Lee 1992; Chen & Shao 1998). If the normalizing constant in the posterior density contains analytically intractable integrals, it is very difficult to implement Gibbs sampling or Metropolis–Hastings algorithms (Chen, Shao & Ibrahim 2000). The nonnegativity of the survival function constraint in our model is very different from and substantially more complicated than the usual order constraints in other Bayesian constrained parameter problems. If the survival function is negative, the likelihood function and the posterior density are not well defined.

3. A GENERAL COVARIATE STRUCTURE

To accommodate different covariate structures for long-term survivors in models (1) and (2), we propose the general form

$$ \theta(a, Z_i) = \frac{\exp(\beta^T Z_i)}{1 + a \exp(\beta^T Z_i)}. \quad (6) $$

When $a = 0$, (6) has the exponential form as in the promotion time model (2), i.e., $\theta(0, Z_i) = \exp(\beta^T Z_i)$, and when $a = 1$, it has the binomial structure of the mixture cure model (1), i.e., $\theta(1, Z_i) = \exp(\beta^T Z_i) / \{1 + \exp(\beta^T Z_i)\}$. The interpretation of $\theta(a, Z_i)$ varies with respect to $a$. For $a = 0$, $\theta(0, Z_i)$ has an exponential form, which is analogous to the Cox (1972) proportional hazards model, and $\theta(0, Z_i)$ can take any positive value. For $a = 1$, $\theta(1, Z_i)$ is a probability and lies in $[0, 1]$. For a general $a$, the cure rate for subject $i$ is $\{1 + a \exp(\beta^T Z_i)\}^{-1/a}$. Furthermore, with the class of covariate structures (6), the constraint arising from (5) is automatically satisfied, since

$$ 0 \leq a\theta(a, Z_i) = \frac{a \exp(\beta^T Z_i)}{1 + a \exp(\beta^T Z_i)} \leq 1, \quad a \in [0, 1], \ i = 1, \ldots, n. $$
Thus, (6) reduces a complex constrained parameter problem to an unconstrained one and facilitates the implementation of Markov chain Monte Carlo (MCMC) in a relatively straightforward fashion.

Based on the proportional hazards model, we incorporate the covariates $X_i$ through

$$F(t \mid X_i) = 1 - S(t)^{\exp(\gamma^T X_i)}, \quad (7)$$

where $S(t)$ is the baseline survival function, and $\gamma$ can be viewed as the associated parameter vector for short-term survivors. From (4), the population density function is given by

$$f_{\text{pop}}(t \mid Z_i, X_i) = -\frac{dS_{\text{pop}}(t \mid Z_i, X_i)}{dt} = \theta(a, Z_i)f(t \mid X_i)\left\{1 - a\theta(a, Z_i)F(t \mid X_i)\right\}^{1/a-1},$$

and the population hazard function by

$$\lambda_{\text{pop}}(t \mid Z_i, X_i) = \frac{\theta(a, Z_i)f(t \mid X_i)}{1 - a\theta(a, Z_i)F(t \mid X_i)}. \quad$$

4. LIKELIHOOD, PRIOR AND POSTERIOR

We assume a piecewise exponential distribution for the baseline survival function $S(t)$ in (7). The likelihood function is constructed as follows. Let $y_i$ be the observed time for the $i$th subject, and let $J$ denote the number of partitions of the time axis, i.e., $0 < s_1 < \cdots < s_J$, $s_J > y_i$ for $i = 1, \ldots, n$, and $\lambda_0(y) = \lambda_j$ for $y \in (s_{j-1}, s_j]$, $j = 1, \ldots, J$. When $J = 1$, we obtain a parametric exponential model. There is a trade-off between model flexibility and the number of partitions. By increasing $J$, the piecewise exponential model can essentially capture any shape of the underlying hazard; this approach is flexible and is commonly used. A reasonable way to partition the time scale is to balance the number of failure times in the time intervals and also guarantee that at least one failure is in each interval. Define $\delta_{ij} = 1$ if subject $i$ fails or is censored in interval $j$, and 0 otherwise. Let $D$ denote the observed data and let $\lambda = (\lambda_1, \ldots, \lambda_J)^T$. Then the likelihood function based on the piecewise exponential assumption is given by

$$L(a, \beta, \gamma, \lambda \mid D) = \prod_{i=1}^{n} \prod_{j=1}^{J} \left\{ \frac{\exp(\beta^T Z_i)}{1 + a \exp(\beta^T Z_i)} f_j(y_i \mid X_i) \right\}^{\nu_i \delta_{ij}} \times \left\{1 - \frac{a \exp(\beta^T Z_i)}{1 + a \exp(\beta^T Z_i)} F_j(y_i \mid X_i) \right\}^{\delta_{ij} (1/a - \nu_i)},$$

where

$$f_j(y_i \mid X_i) = \lambda_j \exp(\gamma^T X_i) \exp\left[-\left\{\sum_{k=1}^{j-1} \lambda_k (s_k - s_{k-1}) + \lambda_j (y_i - s_{j-1})\right\}\exp(\gamma^T X_i)\right], \quad (8)$$

and

$$F_j(y_i \mid X_i) = 1 - \exp\left[-\left\{\sum_{k=1}^{j-1} \lambda_k (s_k - s_{k-1}) + \lambda_j (y_i - s_{j-1})\right\}\exp(\gamma^T X_i)\right]. \quad (9)$$

Although not required for the development, we can take $a$, $\beta$, $\gamma$ and $\lambda$ to be independent a priori, i.e., $\pi(a, \beta, \gamma, \lambda) = \pi(a)\pi(\beta)\pi(\gamma)\pi(\lambda)$. We take a discrete uniform prior for $a \in [0, 1]$, for example, $a = a_k$, $k = 1, \ldots, K$ with probability $1/K$, where $a_1 = 0$ and $a_K = 1$. It is appealing to assign discrete probability masses on a set of $a$ values, which can explicitly include the two most popular cure models arising from $a = 0$ and $a = 1$. If a continuous prior on $a$ is used, the model becomes numerically unstable when $a$ is close to 0. This instability can be
avoided with a discrete prior on \(a\). We also assume that the components of \(\lambda\) are independent a priori, and each \(\lambda_j\) has a gamma prior distribution, denoted \(\text{Gamma}(\alpha_\lambda, \xi_\lambda)\), where \(\alpha_\lambda\) and \(\xi_\lambda\) are the hyperparameters. The components of \(\lambda\) can be easily correlated a priori by imposing a first-order autoregressive structure or Markovian relation on the \(\lambda_j\) (Arjas & Gasbarra 1994; Ibrahim, Chen & Sinha 2001a). The joint posterior distribution of \(a, \beta, \gamma\) and \(\lambda\) is thus given by

\[
\pi(a, \beta, \gamma, \lambda | D) \propto L(a, \beta, \gamma, \lambda | D)\pi(a)\pi(\beta)\pi(\gamma)\pi(\lambda). \tag{10}
\]

Through a transformation on \(S_{\text{pop}}(t | Z_i, X_i)\), we build a general, flexible, and encompassing class of cure rate models that unifies the various cure modelling approaches (i.e., the mixture and promotion time cure models and intermediate structures), and also provides a better fit to the data than a particular member of the class, e.g., models with \(a = 0\) and \(a = 1\). This class of models provides estimates of \((\beta, \gamma, \lambda)\) that are averaged over the cure rate models arising from the different values of \(a\) in \([0, 1]\), and thus this extended class of models provides "model-averaged" estimates of \((\beta, \gamma, \lambda)\). Therefore, from a data analytic perspective, the general class in (4) along with (6) provides an extended cure rate modelling structure that is fit to the data once, and by specifying a discrete prior on \(a\), we are able to conduct posterior inference for \((\beta, \gamma, \lambda)\) for several values of \(a\) simultaneously. In such a framework, the interpretations of the parameters are based on averaging over the possible values of \(a\), and the posterior estimates of \((\beta, \gamma, \lambda)\) are based on the various cure rate models generated by (4) and (6) for \(a\) in \([0, 1]\). As shown in Section 6, there is typically little information in most real applications that would strongly favor a particular value of \(a\).

Assuming a priori independence between \(\beta, \gamma\) and \(\lambda\) as well as a priori independence in the components of \(\lambda\), the full conditionals of the parameters are given as follows:

\[
\begin{align*}
\pi(\beta | a, \gamma, \lambda, D) & \propto L(a, \beta, \gamma, \lambda | D)\pi(\beta), \\
\pi(\gamma | a, \beta, \lambda, D) & \propto L(a, \beta, \gamma, \lambda | D)\pi(\gamma), \\
\pi(\lambda_j | a, \beta, \gamma, \lambda_{(-j)}, D) & \propto L(a, \beta, \gamma, \lambda | D)\pi(\lambda_j),
\end{align*}
\]

\[
\pi(a = a_k | \beta, \gamma, \lambda, D) = \frac{L(a_k, \beta, \gamma, \lambda | D)}{\sum_{k=1}^{K} L(a_k, \beta, \gamma, \lambda | D)}, \quad k = 1, \ldots, K
\]

where \(\lambda_{(-j)}\) is the \((J - 1) \times 1\) vector after the \(j\)th component removed, and \(\pi(\beta) \sim N(\mu_\beta, \Sigma_\beta)\), \(\pi(\gamma) \sim N(\mu_\gamma, \Sigma_\gamma)\), and \(\lambda_j \sim \text{Gamma}(\alpha_\lambda, \xi_\lambda)\), \(j = 1, \ldots, J\). Due to the non-log-concavity of the full conditionals of the parameters, a metropolis step is required within the Gibbs sampler (Gilks, Best & Tan 1995).

5. CHOICE OF J

Misspecification of the modelling structure may bring severe bias into the estimation and lead to incorrect statistical inference. Comparing a set of competing models is critical for a given data set. For the proposed cure models, we use the conditional predictive ordinate statistic for model selection. It is a Bayesian cross-validation approach and measures the adequacy of a given model. The conditional predictive ordinate has been well studied in a variety of contexts (Geisser 1993; Gelfand, Dey & Chang 1992; Dey, Chen & Chang 1997). We use the conditional predictive ordinate (CPO) here only to determine the appropriate number of intervals, \(J\). To obtain the CPO, let \(y^{(-i)}\) denote the \((n - 1) \times 1\) response vector with \(y_i\) deleted, and let \(\nu^{(-i)}\), \(Z^{(-i)}\) and \(X^{(-i)}\) be defined similarly. The observed data that result after we delete the \(i\)th case can be written as \(D^{(-i)} = \{(n - 1), y^{(-i)}, Z^{(-i)}, X^{(-i)}, \nu^{(-i)}\}\). Let \(g(y_i | Z_i, X_i, a, \beta, \gamma, \lambda)\) be the density function of \(y_i\), and let \(\pi(a, \beta, \gamma, \lambda | D^{(-i)})\) be the posterior density of \((a, \beta, \gamma, \lambda)\) given \(D^{(-i)}\), \(i = 1, \ldots, n\). Then, \(\text{CPO}_i\) is the marginal posterior predictive density of \(y_i\) given \(D^{(-i)}\), which can be written as

\[
\text{CPO}_i = g(y_i | Z_i, X_i, D^{(-i)})
\]
Let \( M \) be the number of Gibbs samples after burn-in, and \( a_{[m]}, \beta_{[m]}, \gamma_{[m]} \) and \( \lambda_{[m]} \) are the posterior samples of the \( m \)th Gibbs iteration. A Monte Carlo approximation of \( \hat{CPO}_i \) (Chen, Shao & Ibrahim 2000) is given by

\[
\hat{CPO}_i = \left\{ \frac{1}{M} \sum_{m=1}^{M} \frac{1}{g(y_i | Z_i, X_i, a_{[m]}, \beta_{[m]}, \gamma_{[m]}, \lambda_{[m]})} \right\}^{-1}.
\]

For a failure time, \( g(y_i | Z_i, X_i, a_{[m]}, \beta_{[m]}, \gamma_{[m]}, \lambda_{[m]}) \) is given by

\[
\prod_{j=1}^{J} \left\{ \frac{\exp(\beta_{[m]}^T Z_i)}{1 + a_{[m]} \exp(\beta_{[m]}^T Z_i)} \right\}^{\delta_{ij}} f_{j[m]}(y_i | X_i) \left\{ 1 - \frac{a_{[m]} \exp(\beta_{[m]}^T Z_i)}{1 + a_{[m]} \exp(\beta_{[m]}^T Z_i)} F_{j[m]}(y_i | X_i) \right\}^{\delta_{ij}/a_{[m]}}.
\]

and for a censoring time, it takes the form of

\[
\prod_{j=1}^{J} \left\{ 1 - \frac{a_{[m]} \exp(\beta_{[m]}^T Z_i)}{1 + a_{[m]} \exp(\beta_{[m]}^T Z_i)} F_{j[m]}(y_i | X_i) \right\}^{\delta_{ij}/a_{[m]}},
\]

where \( f_{j[m]}(y_i | X_i) \) and \( F_{j[m]}(y_i | X_i) \) are given in (8) and (9) with \( \gamma \) and \( \lambda \) replaced by \( \gamma_{[m]} \) and \( \lambda_{[m]} \), respectively. A common summary statistic based on the \( CPO_i \) is \( B = \sum_{i=1}^{n} \log(\hat{CPO}_i) \). A larger value of \( B \) indicates a better fitting model.

6. NUMERICAL STUDIES

6.1. Example.

As an illustration, we applied the class of cure rate models to the E1690 data. The covariates included in this analysis were treatment (high-dose interferon = 1, observation = 0), age (a continuous variable ranging from 19.13 to 78.05 with a mean of 47.93 years, which was standardized) and sex (female = 1, male = 0).

All the Bayesian computations were based on posterior samples recorded every 10th iteration from 100,000 Gibbs samples after a burn-in of 2,000 samples. We chose a uniform discrete prior for \( a \) and noninformative priors for the \( \beta_k, \gamma_k \) and \( \lambda_j \), independent for \( \ell = 1, 2, 3, k = 1, 2, 3 \) and \( j = 1, \ldots, J \). We assigned the prior probabilities for \( a = (0, .25, .5, .75, 1) \) as \( (.2, .2, .2, .2, .2) \), \( \beta_k \sim N(0, 10,000) \), \( \gamma_k \sim N(0, 10,000) \), and \( \lambda_j \sim \text{Gamma}(2, .01) \) which has mean 200 and variance 20,000. Markov chain Monte Carlo convergence was monitored according to the methods recommended by Cowles & Carlin (1996). The Markov chains converged very quickly and the parameters mixed very well.

We considered the class (4) using \( J = (1, 2, 3, 4) \). Table 1 summarizes the \( B \) statistics, posterior means, standard deviations, and 95% highest probability density (HPD) intervals for the regression parameters in the model. We use the \( B \) statistic to help us determine an appropriate partition of the time axis \( J \). Based on the \( B \) statistic, the model with \( J = 1 \) is deemed as the best fitting model. In fact, the posterior estimates are quite close for different values of \( J \) and age is clearly an important predictor for long-term survival.
TABLE 1: The $B$ statistics, posterior means, standard deviations, and 95% HPD intervals for the continuous parameters in the E1690 data.

<table>
<thead>
<tr>
<th>$J$</th>
<th>$B$</th>
<th>Covariate</th>
<th>$\beta$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>1</td>
<td>-522.08</td>
<td>Intercept</td>
<td>.5255</td>
<td>.2594</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Treatment</td>
<td>-.2380</td>
<td>.2129</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age</td>
<td>.2356</td>
<td>.1137</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sex</td>
<td>-.2246</td>
<td>.2138</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\lambda_1$</td>
<td>.7441</td>
<td>.1370</td>
</tr>
<tr>
<td>2</td>
<td>-523.05</td>
<td>Intercept</td>
<td>.6075</td>
<td>.2717</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Treatment</td>
<td>-.2431</td>
<td>.2295</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age</td>
<td>.2504</td>
<td>.1237</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sex</td>
<td>-.2384</td>
<td>.2308</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\lambda_1$</td>
<td>.8265</td>
<td>.1506</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\lambda_2$</td>
<td>.7493</td>
<td>.1372</td>
</tr>
<tr>
<td>3</td>
<td>-522.60</td>
<td>Intercept</td>
<td>.6927</td>
<td>.2856</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Treatment</td>
<td>-.2194</td>
<td>.2494</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age</td>
<td>.2816</td>
<td>.1442</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sex</td>
<td>-.2558</td>
<td>.2563</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\lambda_1$</td>
<td>.8157</td>
<td>.1506</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\lambda_2$</td>
<td>.9595</td>
<td>.1708</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\lambda_3$</td>
<td>.6720</td>
<td>.1469</td>
</tr>
<tr>
<td>4</td>
<td>-524.18</td>
<td>Intercept</td>
<td>.6994</td>
<td>.2824</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Treatment</td>
<td>-.2091</td>
<td>.2547</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age</td>
<td>.2833</td>
<td>.1492</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sex</td>
<td>-.2520</td>
<td>.2592</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\lambda_1$</td>
<td>.8200</td>
<td>.1551</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\lambda_2$</td>
<td>1.0025</td>
<td>.1852</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\lambda_3$</td>
<td>.8741</td>
<td>.1602</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\lambda_4$</td>
<td>.7006</td>
<td>.1733</td>
</tr>
</tbody>
</table>

To evaluate the robustness of our cure rate model with respect to the prior hyperparameters, we conducted a set of sensitivity analyses using $J = 1$. We varied the value of one hyperparameter while keeping others fixed, e.g., the prior standard deviation of $\beta$ and $\gamma$, $\sigma_{/} / \gamma = 1,000$, and the scale parameter $\xi_{/} = .001$. Table 2 shows that the proposed model is very robust for a wide range of noninformative priors.

6.2. Simulation.

To examine the performance of the proposed class of cure rate models, we conducted a simulation study. We assumed an exponential distribution for the baseline survival function, i.e., $S(t) = \exp(-\lambda t)$ where we took $\lambda = 1$. We independently generated two covariates: $Z_1$ had a Bernoulli distribution taking values of 0 or 1 with probability $.5$; and $Z_2$ had the standard normal distribution. The failure time data were simulated from model (4) with $\alpha = .5$, and

$$S_{\text{pop}}(t | Z_i, X_i) = \left[1 - \frac{.5 \exp(\beta_0 + \beta_1 Z_1 + \beta_2 Z_2)}{1 + .5 \exp(\beta_0 + \beta_1 Z_1 + \beta_2 Z_2)} \left[1 - \exp\{-\lambda t \exp(\gamma_1 X_1 + \gamma_2 X_2)\}\right]\right]^2,$$
where \( X_1 \equiv Z_1, X_2 \equiv Z_2, \) and the true parameter values were \( \beta_0 = .4, \beta_1 = .5, \beta_2 = .1, \gamma_1 = 1 \) and \( \gamma_2 = .2 \). To generate failure time data with a cure fraction, we calculated the cure rate for each subject, \( \theta(.5, Z_t) = \{1 + .5 \exp(\beta^T Z_t)\}^{-2} \), and created an indicator denoting whether the subject was cured or not. For uncured subject \( i \), we generated a uniform random variable from \( \text{Uniform}(\theta(.5, Z_i), 1) \) and set it equal to \( S_{\text{pop}}(t | Z_i, X_i) \). We took the sample sizes to be \( n = 300, n = 500, n = 1000 \) and \( n = 2000 \). The censoring times were generated from a uniform distribution yielding a censoring rate of 30%.

### Table 2: Sensitivity analysis with different hyperparameters on the priors for the E1690 data, with \( J = 1 \).

<table>
<thead>
<tr>
<th>( \sigma_{\beta/\gamma} )</th>
<th>( \xi_{\lambda} )</th>
<th>Covariate</th>
<th>Mean</th>
<th>SD</th>
<th>HPD Interval</th>
<th>Mean</th>
<th>SD</th>
<th>HPD Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>.01</td>
<td>Intercept</td>
<td>.5302</td>
<td>.2584</td>
<td>(.0405, 1.0196)</td>
<td>-.0685</td>
<td>.1984</td>
<td>(.4542, .3253)</td>
</tr>
<tr>
<td>Treatment</td>
<td>-.2453</td>
<td>.2119</td>
<td>(-.6488, .1909)</td>
<td>-.1172</td>
<td>.1197</td>
<td>(.3477, .1195)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>.2348</td>
<td>.1144</td>
<td>(.0251, .4664)</td>
<td>.0208</td>
<td>.2084</td>
<td>(.3917, .4312)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>-.2243</td>
<td>.2139</td>
<td>(-.6319, .2132)</td>
<td>.2119</td>
<td>.1144</td>
<td>(.4790, 1.0066)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \lambda_1 )</td>
<td>.7451</td>
<td>.1373</td>
<td>(.4782, 1.0066)</td>
<td>.0208</td>
<td>.2084</td>
<td>(.3917, .4312)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We specified noninformative priors for all the parameters. For each simulated data set, we obtained 3,000 posterior samples from the full conditional distributions after a burn-in of 200, using Gibbs sampling. For each configuration, we conducted 500 replicates. The results are summarized in Table 3. We can see that the posterior means are close to the true values and the posterior standard deviations decrease as the sample size increases. This clearly demonstrates the well-behaved model convergence and estimation properties of this model within the Bayesian framework. The data are usually not very informative on estimating \( \alpha \). We are mainly interested in inference on \( \beta \) and \( \gamma \). Incorporating a uniform discrete prior on \( \alpha \) yields an encompassing model across different values of \( \alpha \in [0, 1] \), as opposed to fixing \( \alpha \) at a point mass.

### 7. DISCUSSION

We have carried out an analysis assuming that \( \alpha \) is random. Allowing \( \alpha \) to be random thus facilitates a full Bayesian solution to the transformation cure model. We conducted a similar Bayesian analysis of the E1690 data based on model (4) while fixing \( \alpha \) at a certain value in \([0, 1]\). There seems to be substantial posterior dependence between \( \alpha \) and the regression parameters, and the interval estimates for the models treating \( \alpha \) as random are generally wider than those under the models with \( \alpha \) fixed. Our experience, however, shows that allowing \( \alpha \) to be random might not offer additional advantages over the fixed \( \alpha \) case. This issue of \( \alpha \) random versus \( \alpha \) fixed is a general issue that arises for power parameters in parametric models, where the power parameter is the power of an unobservable quantity (the population survival function in our case). When such power transformations are taken, the general principle is that an analysis with the power parameter fixed is as advantageous as an analysis with the power parameter random. This issue was mentioned and elaborated upon in the context of the power priors in Ibrahim & Chen (2000).

We have proposed a class of cure rate models by imposing the Box–Cox transformation on the population survival function. Even though a nonlinear parameter constraint naturally arises from
the new model, our proposed general covariate form in (6) removes the constraint completely. Hence, Gibbs sampling can be easily implemented for the resulting unconstrained model. This class of transformation models makes the cure rate modelling scheme much more flexible and more general than other methods. It nicely links the two main formulations of cure rate models, i.e., the mixture cure model and the promotion time cure model. This family of cure rate models has great potential in clinical trials and for modelling survival data with a cure fraction.

TABLE 3: Simulation results with 500 replications, and the true regression parameter values are \( \beta_0 = .4, \beta_1 = .5, \beta_2 = .1, \gamma_1 = 1, \gamma_2 = .2, \lambda_1 = 1. \)

<table>
<thead>
<tr>
<th>n</th>
<th>Estimate</th>
<th>Posterior Estimates</th>
<th>Posterior Probabilities of a</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( \beta_0 )</td>
<td>( \beta_1 )</td>
</tr>
<tr>
<td>300</td>
<td>Mean</td>
<td>.54</td>
<td>.58</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>.24</td>
<td>.26</td>
</tr>
<tr>
<td>500</td>
<td>Mean</td>
<td>.50</td>
<td>.58</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>.20</td>
<td>.20</td>
</tr>
<tr>
<td>1000</td>
<td>Mean</td>
<td>.48</td>
<td>.55</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>.16</td>
<td>.14</td>
</tr>
<tr>
<td>2000</td>
<td>Mean</td>
<td>.46</td>
<td>.53</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>.10</td>
<td>.10</td>
</tr>
</tbody>
</table>
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